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Installation Chapter 1. Overview
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1.1. FMe4

LENA= Web Server, WAS(Web Application Server), Session Server2} \Web Server?] Status& &?Ist1
H|ojot= H&Ql Node Agent, Application Servero| MX|E0] Status™MEE H|33te= Advertiser2t
HE XA M-S EHs s =7 Manager2 #/d&H

1.1.1. Server
LENAYIM H|&== MHLel ZF5= Web Server, Application Server, Session Server 37tX|2} @It 2t
o] 8= of2fer 2t

- Web Server A8X 8HOo| w2} Web ResourceZ X|Z3tCt Application Server?t X|-&3t=
SEMH| 22 FrontH¥S +YotEXM, UHHOZ Load Balancing 3 2t &[0|0|(SSL)E XS 5t=
AgZ AT,

- Application Server. JavaZ XA 5l S8 MH|AZ A3l/H|Z Sict

- Session Server. Application ServerZt AL X} M|M-g QX|5tc},

OH
ra

1.1.2. Agent, Advertiser
Node, Server®| 2%|=|°f §[°o] ¥ EYET 7|55 ES 0= Agent O|H.

* Node Agent
0 Web Server 4 ZUYE{Y H|o|E{E F T3t Managerdi| || |3 3tL.
* Advertiser
o Application Server Aef 2UE{ HlO|E1S 5 &5L0] Manageroi| ¥ Z3tct.

1.1.3. Manager

Manager= Node Agent2t AdvertiserE E3t% Node2t Server? X9 3 ZYEYH Il 52
X|55t=Web Application®|t. HEM O = of2{e} 22 J|53 X5t

Table 1. LENA Manager &2 ?|&

%s u
Dashboard - Server, Server Cluster 3

* Notification 2!
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%5 4
Server + System (=2 X Server 1§) S&/+7/A|
Server Cluster « Server Cluster S&/4H™/AH|
« Server Cluster 0| S&3t Server S&/AH|
« Server Cluster | 523t Server A% H|w 3 7|3t
« Server Cluster A% ! 4 22 {5t Snapshot
« Server Cluster °f| 5& 3t Server 52 Graceful Restart
Resource * Resource?] 3| 4l SE/4:X/AK)|
Database / DataSource / MessageService(JMS) / Transaction(JTA) /
Application / LoadBalancer(SLB)
 ResourceE At23t= Server Z 2 X3 2 SE/4:F/AK
Diagnostics + - Server®f| &gt O] ¥ ZHEY 7|5
E{2 N )
(ZHE9) . Serverof| A A5t Event X8| 7|5
Topology + Systemt& Server 71/d3 ¥ X3
Admin « AREX G AT e, AHR X/ HE/ M 0
« A-EXt -8— 0|E -’Eﬁl

1.2. Mechanism

LENA= Managerg &dliA] Web Server/WASE 2UEH 3 S8#est= 2|5S M-S, °F {1t
NodeZte T E Agent?t MX|E|=H O Node AgentZtr ¥t} Node Agent= Manager®| Ap-&X}
B2 Mol Nodeo| d%|%E Web Server/WASE X|o{5t0 Node?t d%|E Host/VM, Web Server 2
EL1E1EJ HEE Manager2 ™43t
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LENA Manager, Web Server, WAS 2|0|= Manager?] %2 $dli Ar2%== Manager Repository,
Session Clustering2 3t Sesssion Server, WASS| BEUEH HE £HZ 5t Advertiser?t X550
Manager2 £ BUE{3 U £322|7} Jp5otz 2 Bict
33 ek
Manager MEo| B =] = HYTY 22| ! Server EHE Y 2|5 M5
Manager Repository Manager @2 A5t TUX % Repository, 25 MEHE I DB HEE
Zotet
Node Agent Web M| 2L E{Y H|o|E| Tt I Manager9|?| 44!, Manager2 £ &
ST R0l B MY
Application Server Application Server Instance
Web Server Web Server Instance
Session Server Session Server Instance
Advertiser 2 UE g|og F& L Manager9|Z| £4I(Application Serverd| £3%t)
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Chapter 2. Installation Prerequisite
2.1, MAEI @A

2.1.1. Hardware Resource

- CPU
MH™o=z JEot Xt 5= Web Application©] o HES| d
LENA MH|A ZE0| L5t CPUL 2 Core O|AMS HI BT}

* Memory
Memory®| CH{{AM= ofzf EZS FE3CH Web ServerE X3t ZE Module JVM J|HICZ
A58 2 Heap MemoryE A23HH. LENAO|M = 2|2 Heap Memory 2V 0O/ A5 =2,
AR Mo oY ez HX|EY B e 30| Jbsstt. EHel 2ES Ao StHY =H
Mo Mx|2 ZE 2529 Heap Memory A% 29 &°| 28 MHQ| T HZ2 FFLEC IX|
UEE gofFicy,

s= RoteX0 FHUAA. 2[=H

LENA Manager & 2t Server MX|of| CHSt =4 @ FAES Oh3 2 2

T&2 JVM Disk Space Z| & Memory 7| & Memory
Manager JDK 1.8 + eF 300 MB 512 MB 1GB

Node Agent JDK 1.8 + eF 300 MB 64 MB 256 MB
Application Server JDK 1.8 + °F 100 MB 512 MB 2GB

Web Server JDK 1.8 + °F 100 MB 512 MB -

Session Server JDK 1.8 + °F 100 MB 512 MB 1 GB

Memory 2|Z02 4% 0|, Memory 432 &4 Memory o4O 2 MXtg

* Linux
Redhat (RHEL, CentOS) 6.5 O|4F / Ubuntu 12.04 O|A& X|¥stH 2t% HISt= SHH|N| oI}
AUHOI x86 OPI|E|XO SHO| FEZ ChY SUMY PHECHE MY Crpol Aol L4t
MR|she 21 WY

* Windows
Windows 7 O|42 X3t Linux/Unix2t Z&] Windows £/39 W2t LENA Module2 Background=
H22] fIsi Windows Service &% ?ls2 HMISoH. DX %¥2H LENA Module©| 4
Foreground2 Asi =},

o Linux/Unix9| M= 2| 2X 22 LENA Module2 23 A?|7| YTt AIHEE X|S3HH.
Tt OS Service2 S20| LR A| Mt LXIF OS B0 9| X M siof sty

» Unix
Solaris, HP-UX, AIXE X3t} Unixe AL Linux/Windows2t 2] A7 HH™ 8 Patch?} 7|2
HZEX| 4o, W A S 05| BN & e AES S5 HI U HEED o= S4Hoz of
279/ £8A|7H0| WRsiT)
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2.1.3. A

LENAZ 417517 X LENA 5| % 7|50) 0|82 o] WRSITL XgHet 0|92t QICIH 2ot A Root /
Administrator #%ge H¥REX go0] o/ Sof LENAS AHAY 4 gioy HEol A¥g o))

SR S,

X86 OfF|HX0f| M ML= HiE ofYX|q, Qtek 5 Z2f MHO| M=z ChE Ch9 AT
MARIO| SFE|D 2F MAR HE G 2FEXIL L2EH AL 2FHZ SHE A
A AYE 225t AT Jpgstat. o Fe 2 A B(YF ALH B)=
NodeE HEX[/7’d ot FoHOF 5t LENA Manager £t AMAR B2 Fdst= AS

:'H_T,_?_I-q - A=
2.1.4. 4 Eg

LENA A4%|2 TI#st7|0f) QA OfF TH|of A AAet 4|50 0|8 Jh5e x| LU ER|S FH|50{of B,
ot H LENAC|M HQHte i £2) 2A0[0] AFR Xt H2 Hao] O o2 g8 o|gstw St
Of2ff #& Linux/Unix ?|Z22 Y= A 24 WindowsS| F2 C: f’f%"il Yo g EelE LAt

Table 2. Directory Requirement

=11 Directory G pru

LENA WAS Node(Binary) /engn001/lena

LENA WEB Node(Binary) /engn001/lenaw

Web Server, WAS Log /logs001 logFE 28 T A MH

Web Application Source /sorc001
s M2 log AES 2T AU AROIH. loge B 23 HXSHX| ¥2H LENA Node 7}
AX|E= FZ st 2|2 4dE . log A2 &L UF'WE Disk R%’F el & HotA o2 HatiM=
log ClE2je] 225 HEBiCs
ot HE % disk &2 Node, log, source & E2|0f| Mountdt® OS System FH1 A2 st=
2 WSt
2.1.5. JVM

JDKS| A LENA MX| XIgl5t7| H B Binary HEHZ 22 OSO|| A X|-55t= Package A% H2|XtE &3l
MX|2t 5401 QIOoF StCt.

LENA EN(Engine No) JDKHH(LTS) JAVA EE Servlet
HH Spec Spec
134X 7 JDK 6 (1.6x+), 7 (1.7.x+), 8 (1.8.x+) 6 3.0
8 JDK 8 ( 1.8x+), 11 7 3.1
9 (Default) JDK 8 (1.8.x+), 11, 17, 21 8 4.0
10 JDK 11,17, 21 10 6.0
(Servlet)

Copyright© LG CNS. All rights reserved. 5
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LENA EN(Engine No) JDKH{ X (LTS) JAVA EE Servlet
B Spec Spec
1.33X 7 JDK 6 (1.6x+), 7 (1.7x+), 8 (1.8x+) 6 3.0
8 JDK 8 (1.8x+), 11 7 3.1
9 (Default) JDK 8 (1.8.x+), 11, 17, 21 8 4.0
10 JDK 11,17, 21 10 6.0
(Servlet)
1.3.2X 7 JDK 6 (1.6.x+), 7 (1.7.x+), 8 (1.8x+) 6 3.0
8 (Default) JDK 8 ( 1.8.x+), 11 7 3.1
9 JDK 8 (1.8x+), 11,17 8 4.0
10 JDK 11,17 10 6.0
(Servlet)
1.3.1X N/A JDK 8 (1.8.x+), IDK 11 7 -
1.3.0X N/A JDK 8 (1.8.x+), IDK 11 7 -
€)  OracleDKel 2 8u202 HH NX|G 2R 2 0| Q3 & Lt

2.1.6. Network

org tjo|oja2 LENAL| 2k Module?t EZfjTe] S8 LEIH T HO|CE LENA Management &
HAZ2 Web Service 23 HZI} AHM|5| B3 E 0/t

Copyright© LG CNS. All rights reserved. 6
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™ ™ TCP 7700
™ (Manager 2 5% H%)
i i Users Admin
WEB HTTP Post
— WEB HTTPS Pert
WAS HTTP Port
— (WEB 9% B4) [
T T
- WEB HTTP Port -
] WEB Node WEB HTTPS Port WEB Node :
(WEB MH|2 E&)
— Node Agent \Web Server 1 Web Server 2 Node Agent  ———
WAS AJP Port
(WEB-WAS &)
! -
" WAS Node

DBMS Port WAS Node :

(DB H%)

h 4 \ 4

— Node Agent Advertiser | WAS 1 i I WAS 2 | Advertiser Mode Agent  ¢——

h 4

ESE
Session Server 1 (SESSION 2£) Session Server 2

r s
SESSION Port T

(SESSION F71%})

UDP 16100 (2 HE{FH L &4)

*. Manager
~ Node
TCP 16900 (WEB Node %|9{)
TCP 16800 (WAS Node X|©{)

LENA Manager

Fy

Figure 2. LENA Network Traffic
A Holo 1o EHE LENA 257t

E
HolE 7| 2Z0|H 2 Module MX| A| &
858 Open Y &OtOf $tCt,

oY
Hu
fo
R
£0 ofo

Porti= o2 Fe 2Tk HAIE Port M & A
T of2 BZ A5 PortS MR F, A

LENAO| XM AF&5t= Porte= 29 82 4 1025042 PortE ©| &%t ©, MH| A X5
€) X80 Port 59 Well-known PortE Ol &0 BThe 2 2oM H2E S BOEE o g
- Jto|=g Fm3icy,
Table 3. LENA Firewall Open Rule
Src Dest Protocol Port H| 1
=FXt LENA Manager TCP 7700 Manager Web Ul F&
LENA Manager WEB Node TCP WEB Node H|%{
Agent 16900
WAS Node TCP WAS Node H|9{
Agent 16800

Copyright© LG CNS. All rights reserved. 7
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Src Dest Protocol Port H| 11

WEB Node LENA Manager UDP SUEHEY HE &4
Agent

WAS Node

Agent 16100

WAS
Advertiser

Session Server

OX/SHX} \Web Server HTTP 8000 WEB MH|A H&
HTTPS WEB MH|A HQKSSL) H&
8363 (HTTP + 363/ +%7t5)
Sox INEIESPSES
=Gt WAS HTTP 8080 WAS A SES
\Web Server AJP Web Server-WAS HH| (HTTP -
8009 71/ axots)
WAS Session Server TCP Session Clustering
5180
Session Server
A
WAS DB TCP 3306 WAS JDBC H&4

LENAE= Web Server / WAS AX| A| HTTP PortE X|%gsto MX|5t= & 5t11QIC}. O
HTTP Port& 2|&2 2 HTTPS ZEQ} 22 Server T2 5t THE Port& X5 H| 4510
X5t 3 oA2F 9 EOM o M= EAF EEO|L} mafM, Web Server,
WASE Cfg EX|5t= 2740 o|0] A& THE Port 29| 353 YXISH| Ao 12
109| Xt2{= Web Servert WAS E2 L5, 1009 Xte= HPsHA HX|5t= HES
HETHH.

Table 4. IP7} Z+-2 XHH|0j| Web Server, WAS A X| A| HTTP Port A% of|A|

=Nl Server @  HTTP Port |
A ee_01 8080 -
WAS
ee_02 8180 ee_012] HTTP Port Zf + 100
web_01 7180 -
\Web
web_02 7280 web_012] HTTP Port 2} + 100

ot

&3t D
—- 2 =2 O
2Rt PortE 0S| H-E Service?l Source Port2 d-{ot= Lo| &4 7F5/dol L.

Copyright© LG CNS. All rights reserved. 8
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Chapter 3. Installation

3.1. LENA M|

LENA SX|Tig oy Mele] £88 CEeld) A2EUC. MANYS S LENA Managers
MX|st2X} o= Server®| LENA ManagerE M X|5t Web Server& MX|& Server%| Web Server
NodeZ&, WASE MX|g Server?|| WAS Node& A X| 5t}

LENA EXE T spo|o] &M 23X 2S VM 55 FEst JDKE 09
M| StE 2 StCf,

Node2| MX| & Web Server?} WAS2| Mx|= LENA Manager?] Web UIE S5l{M A%t LENA AX|
oo NE PEI §EO| mef Cre I 2o| FEEL,

Table 5. LENA MX| o+l 12 (OS: Linux/Windows 64bit / LENA: 1.3.4.4 2|%)

X & 0s #& CRR H| 3
T £ (Edition)
Linux lena-enterprise-linux_na_x86_64-1.3.4.4 targz
Enterprise
Windows lena-enterprise-win_na_x86_64-1.3.4.4 zip LENA
Manager, WAS
Linux lena-standard-linux_na_x86_64-1.3.4.4 targz Mx| 8
Standard
Windows lena-standard-win_na_x86_64-1.3.4.4.zip
_ Linux lena-web-linux_na_x86_64-1.3.4.4 targz Web Server
Windows lena-web-win-na_x86_64-1.3.4.4.zip 2XE

Enterprise Edition2t Standard Editione] *}o|= 2FXt O0i+E2| Server ModuleS
it

Linux2 Windows ©f|A2] LENA MX|= 2 S20jN
J|Eo = METH

rir

Zolst
o

=2 -

ok

Mo g FHEL. 2 EMOM = LinuxE

3.1.1. LENA Manager 2 x|/Al %Y

LENA Mx| Ij7|X|L ot=mel Aoz Mx|sh MO U2E o Qt=2 N5t AFRStCH LENA
Manager= WAS Node A X|Ttoj| Z3te|o] Qo MX|st HZ(Y: /engn001/lena)01| Mr|mle dze

T OfxQ I
T dHTa T'_'r‘l'

o LENA Manager= WAS Node A4 X| T} lof| Zatg|of 9jct.

[lena]# cd /engneol/lena
[lena]# 11
-rw-rw-r-- 1 lena lena lena-enterprise-linux_na_x86 64-1.3.4.4.tar.gz

Copyright© LG CNS. All rights reserved. 9
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@) 5 N xS Hux v
Y olouEzygzile

M3 T 4% SN/ QUEY B WY

[lena]# tar -xvzf lena-enterprise-linux_na_x86_64-1.3.4.4.tar.gz
[lena]# mv lena-enterprise-linux_na_x86_64-1.3.4.4 1.3

[lena]# 11
drwxr-xr-x 12 lena lena 1.3
-rw-rw-r-- 1 lena lena lena-enterprise-linux_na_x86_64-1.3.4.4.tar.gz

install.sh(Cl: /engn001/lena/1.3/bin/install.sh) ItY & 0| &5}0] M %|5tH
Lt 22 HPOlE ArEoto] Mx[g 4= Q.

LENA Manager M %]

[lena]# cd /engne@l/lena/1.3/bin
[lenal# ./install.sh create lena-manager
>k 3k 3k 3k 3k 3k >k >k 3k 3k 3k 3k >k >k >k 3k 3k 3k 3k %k %k >k 3k 5k 5k Kk >k >k >k k

* LENA Server Install ! =
3k 3k 3k 3k 3k 3k ok Sk sk 3k 5k Sk sk >k 5k Sk sk >k ok Sk >k 3k ok sk >k ok sk sk k sk sk

o o e e e e e e e -
| 1. SERVICE_PORT is the port number used by Manager.

| ex : 7700

| 2. MONITORING_PORT is the port number used by Manager for monitoring.

| ex : 16100

| 3. RUN_USER is user running LENA Manager.

| ex : lena, wasadm

| 4. ADMIN_ID is the administrator's ID.

| ex : admin

| 5. ADMIN_PW is the administrator's password.

o o e e e e e e e

Input SERVICE_PORT for execution. (q:quit)
Default value is '7700'
7700

LENA Manager MX|7} &= 5™ installsh & AM3ist Ozl E2]|0f| LENA Manager 2t 235 Script I 0|
MM =T
O O

Table 6. LENA Manager #2|€ Script It

Script HYUY ck:

start-manager.sh LENA Manager £ A|ZfSHL,
ps-manager.sh LENA Manager?} A3 % QIX| 2QI5te},
stop-manager.sh LENA Manager & & X|3tct,

Copyright© LG CNS. All rights reserved. 10
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start-managersh & A5t LENA Manager& A|%HSto

[lena]# ./start-manager.sh

Using LENA_HOME : /engneol/lena/1.3

Using JRE_HOME : /engn@@l/java/jdkl.8.0_202

Using SERVER_PID : /engne@l/lena/1.3/modules/lena-manager/lena-
manager_solmanager.pid

Using SERVER_HOME : /engne@l/lena/1.3/modules/lena-manager
Using SERVER_ID : lena-manager

Using INSTANCE_NAME : lena-manager_solmanager
LENA started.

LENA Manager?t g2 2 Y™ o MEQ| Service Port2 Managerof| ¥ = Ut
http://Server_IP:7700

L

NA

Enter Username

Enter Password

Figure 3. LENA ™ & 3t

LENA Manager 2%| A| 4= YE ID/H|ZHE 2 FHLo0H Z0|24HS &l

Copyright© LG CNS. All rights reserved. 11
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LENA DASHBOARD ~ SERVER  CLUSTER  RESOURCE
Dashboard All
Systems Inventory
All -
Node ™ WEMWEE Servers
DefaultSystem Number of nodes @ WAS type Number of servers by type

Node =0
=0

Node Status Server Status

1 High
Middle

| Low Web

® Not warking 0

=0 =0

n SERVER CLUSTER

Server Cluster iy
Number of server Clusters

0

CHECK

Modified Server
Number of servers modified
configuration settings

Out of Cluster Sync

clusters

Figure 4. LENA =7|3tH(DASHBOARD)

Web 0

Number of not synchronized server

©

DIAGNOSTICS ~ TOPOLOGY  ADMIN

@ Fine
=2
WAS 0 Session 0
I High
Summary information through manitaring of server resource usage by type Middle
WAS Session .| h"‘;" u
ot working
0 0
=0 =0
2
By user
® By scaling policy
Web =0 WAS 20
®o =0
=2 LICENSE =2
Diagnostic Report = License Status =

The number of diagnostic reports

0

3.1.2. Node A %|(Command Line)

Node®| M%X|&= LENA M%| I47|X|2| =S

ME{o| 2F MX| I3|X|2 ZH|sk HZ(% /engn001/lena E /engn001/lenaw)o| AZE

S| H| FHCE.
NodeZ&

Table 7. Node Agent 2| Script

script 42

Node MX|AZ 5t 'bin'
(%4I: /engn001/lena/1.3/bin)

WAS Node M x|

WAS Node2| GX| Al 2= 4 3

1. LENA Manager2t WAS Node
2. LENA Manager2t WAS Node

A9

2 Jro
=2 E o
= =]
Er_l-t

A2 LENA Manager AX|/Al5H

1 S

oIS Zojoo 2 o|u| WAS Nodest A
2‘='J94 AL WAS NodeE MX|Tt Se

URE T OHSD 20| Y52 BO M

Copyright© LG CNS. All rights reserved.

A X|5tH of2f{2F 20| Node Agent&

rver®| FH[g

orCt.

O IT LU

Warning @ Problem

Chapter 3. Installation

LI |

20221205 09:56:52 5l  Refresh nterval -

Event =

Stuck Thread =

Number of stuck thread

Full 6C =&
Number of Full GC

Exception =

Number of exceptions

0OM =

Number of Qut of Memories

0

RESOURCE a

About LENA
Version 1.3.3.0

Contact us: lena-support@Igens.com
Copyright LG CNS. All rights reserved

mE TE E _ =
T ¥ES
A, 3K, EH=RAS 512|912t script?t EXH L.
script @ H| 12
start-agent.sh Node Agent A!3}
ps-agent.sh Node Agent ZEM|A

stop-agent.sh

QU AP CHgTt 2ct

Server©f| AXx|

Servero|| AX|(LENA Manager =3

g} O
2ol

Node Agent & X|

2%)

o|f LENA Manager& AX|5t7| 3 WAS Node MX| I{3| x| 9|

%I /0] QL AEfolct.

Z2(°: /engn001/lena)ol LENA WAS MX| T{7|X| &

12
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M7 72 9 M| T Q2 E &l
[lenal# cd /engn@@l/lena

[lenal# 11
-rw-rw-r-- 1 lena lena lena-enterprise-linux_na_x86_64-1.3.4.4.tar.gz

-

@) 2 O N XTUY HHT L2 Mol HofX| 0|§OR Rt s L
Y ol iz E2| H 13 02 ZHate Ao} AR IHCL

mm

MR T o S/ CHER] B 9

[lena]# tar -xvzf lena-enterprise-linux_na x86 64-1.3.4.4.tar.gz
[lena]# mv lena-enterprise-linux_na x86 64-1.3.4.4 1.3

[lena]# 11

drwxr-xr-x 12 lena lena 1.3

-rw-rw-r-- 1 lena lena lena-enterprise-linux_na_x86 64-1.3.4.4.tar.gz
Node& MX|HH start-agent.sh=2 Node AgentE A3 TICE,

Node Agent A3

[lena]# cd /engneol/lena/1.3/bin

[lena]# ./start-agent.sh

Input JAVA HOME path for LENA. ( g: quit )

JAVA_HOME PATH :

/engn@0l/java/jdk1l.8.0_202 @
Input Agent port for LENA Agent. ( q: quit )

Agent port (Default : 16800):

16800 @
Input Agent user for LENA Agent. ( g: quit )

Agent user (Default : lena):

lena ®
LENA Agent

Using LENA_HOME : /engneol/lena/1.3

Using JAVA_HOME : /engn@@l/java/jdk1l.8.0_202/jre

Using CONF_FILE : /engn@@l/lena/1.3/conf/agent.conf

Using LOG_HOME : /engn@@l/lena/1.3/logs/lena-agent

Using RUN_USER : lena

Using PORT : 16800

Using UUID : 98449860-0a9%9a-323b-9766-98c4292000df

LENA Agent is started.

Node Agent A% A| Qi ¢22 g2 2Tt

~ JAVA HOME (jdk) 2 22

Copyright© LG CNS. All rights reserved. 13
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- Node Agent?} AFE3 Port Y&

- Node Agent A3l OS A|IY o=

WAS Node M%| (AT 7 A])

WAS Node®| Specg $#245}7| 9|5t Mt crgm 2t

1. 7|% M TUZ WAS NodeMX|2 Flasict

2. 2712 MH| MX|S TYSLX| %L Aol M deporHHS $HSLL

LENA_HOME/bin/change-depot.sh <depotLt¥ H=>

[lena]$ ./change-depot.sh ~/lena-depot-linux na x86 64-1.3.4.4-EN9.tar.gz
3k 3k 3k ok 3k 3k >k 3k sk Sk ok ok 3k >k 3k sk sk ok ok >k >k sk sk skook ok >k >k sk skok

* LENA Depot Change ! &
3k 3k 3k ok 3k 3k >k 3k sk Sk sk ok 3k >k 3k sk sk ok ok >k >k sk Sk skook ok >k >k sk skok

e e e I I e e e e e e e ] EXeCution Result e e e e e e e e ]
RESULT : Success
MESSAGE : depot change succeeded from EN8 to EN9

Execution is completed.!!

depot THY | FXIL Cho T} 2ict
lena-depot-{os name}-{lena version}-{engine number}

o) lena-depot-linux_na_x86_64-1.3.4.4-EN9.targz

\Web Server Node d %|

Web ServerE A X|& Server®|| LENA Web Server AX| & I§I|X| & AZE & AES E0] MX|5HT}
TR/ oY =l

[lenaw]# cd /engne@l/lenaw

[lenaw]# 11

-rw-rw-r-- 1 lena lena lena-web-linux_na_x86_64-1.3.4.4.tar.gz
XY 4F ofN / HAES F HY

[lenaw]# tar -xvzf lena-web-linux _na x86 64-1.3.4.4.tar.gz

[lenaw]# mv lena-web-linux _na x86 64-1.3.4.4 1.3

[lenaw]# 11

drwxr-xr-x 12 lena lena 1.3

-rw-rw-r-- 1 lena lena lena-web-linux _na x86 64-1.3.4.4.tar.gz

0 UF o A EXTUe FA FES MLyt HHX| o] S22 YA Ee|oF S =0
(@]

ol gL g 13

Copyright© LG CNS. All rights reserved.
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NodeE M X%| 3t T start-agent.sh= Node AgentE A3l FHCt.

Node Agent A3t

[lena]# cd /engne@l/lenaw/1.3/bin

[lena]# ./start-agent.sh

Input JAVA _HOME path for LENA. ( g: quit )

JAVA_HOME PATH :

/engn@0l/java/jdk1l.8.0_202 @
Input Agent port for LENA Agent. ( q: quit )

Agent port (Default : 16900):

16900 @
Input Agent user for LENA Agent. ( q: quit )

Agent user (Default : lena):

lena ®
Input Web Agent Engine type for LENA Agent. ( q: quit )
Agent Engine type [EN-A, EN-N] (Default : EN-A):

EN-A @
Openssl version 1.1.1 detected.

Input your openssl version(l1.0.1, 1.0.2, 1.1.1 or 3.0) (Default : 1.1.1,
g:quit):

hodlodl ®
Do you want to select the module for the openssl version 1.1.1? Make sure all
of your instances are shut down(Y/N, Default:Y)

Y ®

The modules have been copied successfully.

LENA Agent
Using LENA_HOME : /engneol/lenaw/1.3
Using JAVA_HOME : /engn@@l/java/jdk1l.8.0_202/jre
Using CONF_FILE : /engn@@l/lena/1.3/conf/agent.conf
Using LOG_HOME : /engne@l/lena/1.3/logs/lena-agent
Using RUN_USER : lena
Using PORT : 16900
Using UUID : 98449860-0a9%9a-323b-9766-98c4292000df

LENA Agent is started.

Node Agent A& A| &L= F=

che Tt 2.

rlo

~ JAVA HOME (jdk) 2 92

o2
- Node Agent?} At&% Port &
- Node Agent A3l OS A ¥
- Node Agent?} A2 \WebServer Engine Type /&

* Default : EN-A

+ Engin Type : EN-A (?|& Apache ?|4F), EN-N (Nginx ?|%F)

Copyright© LG CNS. All rights reserved.
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+ Agent 2= 7|5 A9 Engine Typeg 2
=7f

- open ssl version &
oz

- open ssl version &

Memory DataStore Node A X|

A5, 5t Agent LHFOf| A ul %t <l

Chapter 3. Installation

XI(EN-A, EN-N) A&

Memory CacheE MX|& Server®| LENA Memory Cache X8 Ii?|X|& ¥YEE T A=Z E9
AX| oot
R/ T =l
[lena]# cd /engneol/lena
[lena]# 11
-rw-rw-r-- 1 lena lena lena-mds-linux_na x86 64-1.3.4.4.tar.gz
HX MY 4% ofN / HHAES] F
[lena]# tar -xvzf lena-mds-linux_na_x86 64-1.3.4.4.tar.gz
[lena]# mv lena-mds-linux_na_x86_64-1.3.4.4
[lena]# 11
drwxr-xr-x 12 lena lena 1.3
-rw-rw-r-- 1 lena lena lena-mds-linux_na_x86_64-1.3.4.4.tar.gz
o % oi%| A| A%|THelo| TYX 2.2 X9/ LIX| 0|20 rjalE2|ot 4 L)
ol iz 2| g 1.3 02 sl HASHol ARt
NodeE MX%| 3t T start-agent.shZ Node AgentE A3l GHct

Copyright© LG CNS. All rights reserved.
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Node Agent A3

[lena]# cd /engne@l/lena/1.3/bin

[lena]# ./start-agent.sh

Input JAVA_HOME path for LENA. ( q: quit )
JAVA_HOME PATH :

/engne0l/java/jdk1.8.0_202

Input Agent port for LENA Agent. ( q: quit )
Agent port (Default : 16700):

Input Agent user for LENA Agent. ( g: quit )
Agent user (Default : lena):

Agent Engine type [ EN-R ]

LENA Agent
Using LENA_HOME : /engn@Bl/lena/lena-mds-linux_na_x86 64-1.3.4.4
Using JAVA_ HOME : /engn@@l/java/jdkl.8.0 202/jre
Using CONF_FILE : /engn@Bl/lena/lena-mds-1linux_na_x86 64-
1.3.4.4/conf/agent.conf
Using LOG_HOME : /engn@Bl/lena/lena-mds-1linux_na_x86 64-1.3.4.4/logs/lena-
agent
Using RUN_USER : lena
Using PORT : 16700
Using UUID : £6614115-d861-3678-ac36-e4d068eebd2a

LENA Agent is started.

Node Agent A3 A| =ittt ot=

Che Tt 2,

ro

~ JAVA HOME (jdk) =2 &

- Node Agent?t A& Port Y&

- Node Agent A3 OS A’ &&

- Node Agent?} AF£ % Memory Cacher Engine Type &
* Default : EN-R
- Engin Type : EN-R (Redis ?|%)
+ = Redis B3 H 23

LENA Manager®} Node2| H5(SE)

WAS Node2t Web Server NodeE M X|5t1 AgentE ?|55tH LENA ManagerE &3l NodeE 5% +
e,
A

LENA Manager?| A% 'SERVER' | =& d&5™H Node ListE QI & 4 UL}
Node &2 ¥0ll 'Register' HES 2 HoIH otef{2t 20| Node % S =517| Y% Empty Row?| 215
2 ddE d=3F S5

Copyright© LG CNS. All rights reserved. 17
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LENA DASHBOARD  SERVER  CLUSTER  RESOURCE  DIAGNOSTICS TOPOLOGY  ADMIN NI |
SERVER DefaultSystem
g % =
= System Summary
4 B DefaultSystem
ﬂi WAS_NODE 01 System Name Node WAS Web Sesslon
#3 WAS_NODE_02 DefaultSystem ES 0 0 0
) WEB_NODE_01
WAS List Web Server List Session Server List
Search Show | 10 ™| entries
Status * Name 3 * Type Englne * Address ¢ * Port ¢ * Manager Address 3
v WAS NODE 01 Application EN9 10.81.209.171 16800 1081209171 (1]
n v WAS NODE 02 Application EN9 10.81.209.171 16801  10.81.209.171
v WEB NODE 01 Web EN-A 10.81.209.171 16900 10.81.209.171
(©) WEB_NODE_02 ‘ ‘Web V‘ ‘ ‘ ‘ 10.81.209.171 ‘ ‘ 16901 ‘ ‘ 10.81209.171 ‘

lto3of3

Figure 5. SERVER | =7|3tH

Node & A LAY A=

od'

o 2
1. Node Name: 523 Node?| E*

2. Node Type: Application / Web 9| 1%

3. Node IP; Node?} AX|=l Server?] IP Address
4. Node Port: Node A X|A| 22435t Node Port

r|o

oo I o sepsor

Manager Address ¥-=29| LENA Manager?t MX|E Server?| IP7} Xtz 82 HE Q=g
oL of
= - HA

oz #22 BE A F 'Save' HESZ Node S22 YR 10| HA

Engine Field & 5514 a5 A1) EfY2 2212 4 Qirt.
« EN-A:
« EN-N:
* EN-R:

Apache ?|9F Web Server Engine
Nginx ?|gF \Web Server Engine
Redis ?|gF Memory Cache Engine

4 H2] A ofafiep 22 stnig 2

Je
gk

L=ENA DASHBOARD  SERVER  CLUSTER RESOURCE  DIAGNOSTICS  TOPOLOGY  ADMIN a S0
SERVER DefaultSystem
Oz s X
T = System Summary
4 52 DefaultSystem
e N System Name Node WS Web Sesslon
g dl
€3 WAS_NODE_02 DefaultSystem 4 0 0 0
@ WEB_NODE_01
@ WEB_NODE_02
Node List WAS List Web Server List Session Server List
Search Show | 10 ¥ entries
Status * Name ¢ * Type Engine * Address ¢ * Port * Manager Address ¢
WAS NODE 01 Application EN9 10.81.209.171 16800 10.81209.171 7))
n WAS NODE 02 Application EN9 10.81.209.171 16801  10.81.209.171
WEB NODE 01 Web ENA 10.81.209.171 16900  10.81.209.171
WEB NODE 02 Web EN-N 10.81.209.171 16901  10.81.209.171 [F]

lto4of4

Figure 6. Node 44 S2 of|A| 3tH

Copyright© LG CNS. All rights reserved.
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3.1.3. Node ¥ A MX|(LENA Manager Web Ul)

Node?] d%|= Node Ad%X|(Command Line) Of|A XISt &ed Qo= [ENA Managerg £ ¥HC=2
XY == AH. o|F oM LENA (Manager)E X%t Server?] £7 HHE=2| 0| LENA
MX|IA(WAS, Web Server, Memory Cache)E YZE dff F0{0f stCt MX| Ij7|X| & HERE 3l FOiof
St 429 oAM= HEa 20

Table 8. Node ¥Z A%|2 95t XTI A= HZ(0fA|)

LENA MX|HZ LENA dx| Ij?|X| Ad=2E H=
/engn001/lena/1.3 (LENA_HOME) [LENA_HOME]/repository/install-files/default
e F=20 YM AHETH WAS, Web Server GX|IMYU S YEE o,

rio
ik
I
ﬂ
mjru
10
ar
>

o AX| Ij 3| X| 2l

[lena]# cd /engnool/lena/l.3/repository/install-files/default

[lena]# 11

-rw-rw-r--. 1 lena lena lena-enterprise-linux_na x86 64-1.3.4.4.tar.gz
-rw-rw-r--. 1 lena lena lena-web-linux_na x86 64-1.3.4.4.tar.gz
-rw-rw-r--. 1 lena lena lena-mds-linux_na x86 64-1.3.4.4.tar.gz

i FA=o MX| IfI|X| & Hd=E HHH LENA Manager?] 'SERVER' H| & MEisIE 5HS| 'Install
E

HES Zastct
2 =2 71 -
L=ENA DASHBOARD  SERVER  CLUSTER (o]
Install Node
SERVER Default System
Input noce information for installation.
emi+x ___|
— System Summa
_ i Y * Node Type Application Node Typev
4 B Default System — e PEm—
stem Name
€5 WAS_NODE 01 Y “Node Name | SERVER02-WAS Node g
@ WEB_NODE 01 Default System * Node Address 10.81.208.154 Node IP 0 °
* Node Port 16800 Node Port
WAS List | Web Server Lig e ena Node 4%| 0S 7
*Password | eueunes 0S 78 H|UHT
= . Search Show | 10 | entries
* SSH Port 22 A M| Server?] SSH Port
Status . * LENA Home /engn001/lena/ Mz A2 [ o * Manager Address  ~
WAS NODE 01 * Java Installation N (Java is installed already v 10.81.208.153 ﬂ n
WEB NODE 01 *JavaHome | jengn00i/avajdk120202  JAVA MX| FE 10.81.208.153 E n
u 1to20f2
et ]| @ oo

Figure 7. WAS Node ¥Z A x| ofA|

Node 92} 45| Al UZelof ot 2 e 2ot

Node Type: Application / Web Z0f| A&t

Node Name: €2 Servero|| %|& Node2| F*

Node Address: NodeS MXx|&t A Server? IP Address
Node Port: €A Server9| A Node?t A+&% Port

User. YA Server?] OS A%

Password: Y& Server?] OS HXQ| H{UHS

SSH Port; ¥4 Server?] SSH Port

rir
od!

N o s w N =
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8. LENA Home: ¥4 Server| NodeE MX|St H=Z

9. Java Home: ¥ Server9|| Ax|E|0{Q/= JAVA Home ZAZ

27 MAo|N YASte Y2 ECR, LENA Managert M O[3 FH|SE Hx| To|X| Tug o4
Server2 M&5t1 NodeE MX|5t1, AX|3H Node2| AgentE X522 Mallsi= FC=2 A HX|&=
rEECt o[2f3t X% 4L Popup B 5o 2 T 4 it

Provisionning Status Log

=[2021-01-14 13:28:46] [NODE-10.81.208.154:16800] Node install finished successfully.

3 Horde Er. Check -

LEUZ1-U 118 13.£0.£4] [INULE- 1U.51.£05. 195, 106UU] FIOVISION Statteu
[2021-01-14 13:28:24] [NODE-10.81.208.154:16800] Java validation check started.

[2021-01-14 13:28:25] [NODE-10.81.208.154:16800] Java enviroment check finished successfully.

[2021-01-14 13:28:25] [NODE-10.81.208.154:16800] Nede environment check started

[2021-01-14 13:28:32] [NODE-10.81.208.154:16800] Node environment check finished successfully.

[2021-01-14 13:28:32] [NODE-10.81.208.154:16800] Nede install started.

[2021-01-14 13:28:34] Node installation file transmission is started. [Node Ip : 10.81.208.154, File Name : lena-enterprise-
linux_na_x86_64-1.3.1.0tar.gz, Size : 253 MB |

[2021-01-14 13:28:41] Node installation file transmission is finished. [Node Ip : 10.81.208.154]

[2021-01-14 13:28:45] Node installation is completed. [LENA Home : /engn001/lena/1.3]

[2021-01-14 13:28:46] [NODE-10.81.208.154:16800] Node install finished successfully.

LENA DASHBOARD ~ SERVER  CLUSTER  RESOURCE  DIAGNOSTICS ~ TOPOLOGY  ADMIN a0

SERVER DefaultSystem

B8 X

4 B2 DefaultSystem

= System Summary

3 REMOTE_WAS_NODE_01 System Name Node WAS Web Sesslon

@ REMOTE_WEB_NODE_01 DefaultSystem 6 0 0 0

£33 WAS_NODE_01

£2 WAS_NODE_02

@ WEB_NODE_01 [LECYIC I wAsList | Web ServerList | Session Server List

@ WEB_NODE_02

Search | show | 10 ¥/entries
Status * Name ¢ * Type Engine * Address ¢ * Port ¢ * Manager Address ¢
v REMOTE WAS NODE 01 Application ENg 10.81.209.172 16830 1081209171 )
n v REMOTE WEB NODE 01 web 2% 2 Node EN-A 10.81.209.172 16930 10.81.209.171 [F]

v WAS NODE 01 Application ENg 10.81.209.171 16800 10.£1.209.171 )
v WAS NODE 02 Application EN9 10.81.209.171 16801 10.81.209.171 3
v WEB NODE 01 Web EN-A 10.81.208.171 16800 10.81209.171 )
v WEB NODE 02 web EN-N 10.81.209.171 16901 10.81.209.171 3

1to6of6

Qs [ @ g

oln

Figure 9. Node 92 dX| & 55 A= F HE oA

Node?| A HX|E {sHM+= LENA Manager?t MX|E Server2t ¥A X Server
A S S sioigtolor w

3.1.4. WAS Mx|/AlsH

WAS NodeZ MX|, SEWX| QLEUHI'—FF' O|X| LENA Manager Web UIE £ WASE %

A
E T
LENA Manager ™2 'SERVER' i & A& St H ZZ0|M WASE MX|Z WAS NodeZ AE4SIH WAS
List2 2ol F 4 STt of 2Heiol A Install H{E2 S2¢ict
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L=ENA DASHBOARD | SERVER | CLUSTER  RESOURCE  DIAGNOSTICS  TOPOLOGY  ADMIN LR |

SERVER WAS_NODE_01

0@ — WAS List

“
i WAS_NODE_01 I Search | show | 10 +/entries
WAS_NODE_02 (m] Status * Name ¢ Address ¢ Server ID ¢ Type ¢ Englne & HTTP Port ¢ AJP Port ¢

(& WEB_NODE_01
@ WEB_NODE_02

4l
b

No data found.

e [

Figure 10. WAS List &9l

Installation

Input server information for installation.

*Server Type @ Standard O Enterprise

Node WAS_NODE_01
* Server ID
* Service Port
* Run User lena
* Install Root Path [engn001/lena/1.3.efservers,
“LogHome @ default Enter manually

*JumRoute @ auto O Enter manually

Flgure11 WAS MX|HE 2 Popup 2t 92 2t olA|
Install HME2 St WASE M5l % YEE Yot Popup ol EASD 4 UYL e
cte 2t 2t

1. Server Type: WAS2| Type, Standard / Enterprise & &
2. Node: WAS?} A%< Node($+4E7)
3. Server ID: LENA Manager 7t WASE AlH5t7| {5 HA
4. Service Port: WAS?t ‘d%|E Wf 7|F0| &= HTTP PortE &|0|
5. Run User. WAS 2| 7| & A| At2% 0S A H (%871
6. Install Root Path: WAS?} dx|2 AZ(EHE7))
7. Log Home: WAS Log?9| 32
a. default: [Install Root Path]/logs
b. cutom: A& X7t Q|2 H2 X7
8. JVM Route: Web Server2t -5 A| Web Server?t WASE AMH#H3517|
a auto: LENAO| A Xt-Z44°d

b. manual: AH& X} 92 x|

r
E\I

WASE 7| A| HTTP, HTTPS, AJP S CtoFat PortS A
@ 1 uex mos S HTTP Por g g
x5 Aofof M3t

-

F25t=6| LENA 9| M= WAS dX|
O|& ?|E22 HE Port U3

WAS 4% HHEZ B 92 o 5 'Save' HES S5t WAS?H AX|S|0) WAS List 04 4%|3t WASS
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5}0| G+ A OII'_I-

LENA DASHBOARD ~ SERVER ~ CLUSTER  RESOURCE  DIAGNOSTICS ~ TOPOLOGY  ADMIN PO
SERVER WAS_NODE_01

g sz

— WAS List

« E% DefaultSystem
4 £ WAS_NODE_01
b ‘% SE01_8080 (] Status * Name & Address & Server ID ¢ Type ¢ Engine ¢ HTTP Port ¢ AJP Port ¢
£ WAS_NODE_02
i & WEB_NODE_01
»» @ WEB_NODE_02

(@ 4[5

] [ SEO1 8080 10.81.209.171 SEO1_8080 Enterprise/SE EN9 8080 8009

ltolofl

oI EIEn

Figure 12. WAS g4 MX| & WAS List

WAS

rir
nju

FX|E|of = WASE | S512 WAS List 929 ‘Start’ HES S E3t IS0
SX|ot2H 22 A9 Stop' HES HIHDZ 8T HES 2

WAS 7|5 Aol WAS 7|5 Log(Application O] HHEE|of QIEHt Application 2|5 Log & #7)2t Popup
Yoz e

LENA DASHBOARD  SERVER  CLUSTER  RESOURCE  DIAGNOSTICS ~ TOPOLOGY  ADMIN a0
SERVER WAS_NODE_01
O % Z
— WAS List
4 52 DefaultSystem — —
4 £ WAS_NODE_01 Search | show|10 v|entries
» B2 SE01_8080 O Status Server Log Info [ SEO1_8080] Port & AJP Port &
£33 WAS_NODE_02 O [F)
¢ v SEQ 8080 8009 o]
» @ WEB_NODE_01 -~ =Please check the contents of the log
» ) WEB_NODE_02 O
Lo1of1 was scanned for TLDs yet contained no TLDs. Enable debug 1uggll\g for this logger for a complete list
o 1ol of JARs that were scanned but no TLDs were found in them. Skipping unneeded JARs during scanning can
improve startup time and J5P compilation time.
[LENA] 2023-12-85 14:21:04.035 SEVERE ctio Install m
org.apache.tomcat. util.descriptor.web. SecurityConstraint , findUncoveredHttptethods For security
constraints with URL pattern [/*] only the HTTP methods [TRACE HEAD DELETE CONNECT OPTIONS PUT PATCH]
are covered. All other methods are uncovered.
= Session Server List [LENA] 2623-12-85 14:21:84.082 INFO org.apache.catalina.startup.HostConfig.deployDescriptor
T | Deployment of deployment descriptor — —
[/engneal/lena/1.3.e/servers/SEA]_8080/conf/Catalina/localhost/ROOT.xml] has finished in [941] ms 593“"‘ \ Show \ 10 *'|enmes
[LENA] 2023-12-85 14:21:04.895 INFO org.apache.coyote.AbstractProtocol.start Starting ProtocolHandler
Status [“http-apr-5080”] Port
[LENA] 2023-12-05 14:21:04.106 INFO org.apache.coyote.AbstractProtocol.start Starting ProtocolHandler
["ajp-apr-10.81.269.171-8609"]
[LENA] 2023-12-@5 14:21:04.108 INFO org.apache.catalina.startup.Catalina.start Server startup in
[1065] milliseconds
LENA Application Server Started
e
i ru
Figure 13. WAS2] 7|52 Log
- -
- A / Al BH
3.1.5. Web Server(EN-A) A x|/AlsH
S Mx|et Zalst HiAlo b UIE Edf bs 2 Mx|st A olc} ineo|
WAS A Yot Ao =2 | ENA Manager Web UIE S3dlf Web Serverg M| L. Engine
EN-AQl Web S NodeE d&iI5H H Web S (EN-A)E Mx|g 4 QlTt
2| \Web Server NodeE X1EHSEH eb Server S MXx|g £ QT
SERVER WEB_NODE_01
OB+ X
— Web Server List
4 E5 DefaultSystem - —
4 23 WAS_NODE_01 Search Show | 10 "‘enmes
B r@ SE01 8080 a Status * Name ¢ Address server ID ¢ Engine HTTP Port ¢ HTTPS Port ¢ SSLO

Mo data found.

e

Figure 14. Web Server List &2l
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Input server information fer installation.

* Server Type @ Web Server
Node | WEB_NODE 01
*ServerID | WEBO1_8000
*Service Port | 8000

* Run User lena

* Web Server Engine Path gr 1.3.a/mox

* Install Root Path | /engn001/lenaw/1.3.a/servers

“LogHome @ default O Enter manually

Figure 15. Web Server AX| & U2 Popup 1t 2 2t CflA|

'Install HEZ 2o Web Serverg& MX|5}2| 3t HEHE UHSHE Popup FO| &HEH 2

YHY =2 Ha 2t Zo.

1. Server Type: Web Server (117)
2. Node: Web Server?} A X|= Node (=™&7})
3. Server ID: LENA Manager 7} Web Server& A#H5}7| 9|5t H3
4. Service Port: Web Server?} A% HTTP Port
5. Run User. Web Server 7|5 A| A28 0S H|H (2™ L5}
6. Web Server Engine Path: Web Server AX| A| At23F Engine A2(FFE21)
7. Install Root Path: Web Server?t MX|= AZ(£™HZ7})
8. Log Home: Web Server Log A2
a. default: [Install Root Path]/logs
b. custom: AFEXOF UolE H=E XY
Web Server= 2|& Al HTTR HTTPS & Ctf8t PortS At85t=t| LENA O M& Web
© oo i ) A8 H molE Sish HTTP Port 2t YD o8 JjFEe2 TfE Port
U= AEA Lo EX| T
Web Server MxX| JEHE 2T Q& 3t §H 'Save' HES 2 5tH Web Server?t AX| = H \Web Server List
A T 4 2k
SERVER WEB_NODE_01
E) @ M = Web Server List
4 B DefaultSystem — E—
4 €3 WAS_NODE_01 Search | show [ 10 ~|entries
;3@ SE01_8080 [m] Status * Name ¢ Address ¢ ServerID ¢ Englne ¢ HTTP Port ¢ HTTPS Port ¢ ssLO
y Qmﬂiﬂi [m] [ ] WEBO1 8000 10.81.209.171 WEBO01_8000 EN-A 8000 8363 N v (1]

[B WEB01_8000

@ WEB_NODE_02 ltolofl

I e

Figure 16. Web Server 4 MX| & Web Server List

Z=XEo Q= Web ServerE ?|55t2{™ Web Server List 9| 'Start' HEZ Z&Edtcy ESt
7I%El°13’1" "Web Serverg FX|ot{H Z2 %[ 'Stop' HEZ HIHEZ siF HHES ST

Web Server 2|5 A|%|= Web Server 7|5 Log”} Popup L2 SHEC,
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SERVER

BOZ =

4 £ DefaultSystem
£3 WAS_NODE_01
> E01_8080
£3 WAS_NODE_02

4 (@ WEB_NODE_01
[ WEB0L_8000

@ WEB_NODE_02

P

WEB_NODE_01

— Web Server List

Chapter 3. Installation

Status.

ltolofl

Search Show | 10 “|entries

Server Log Info [ WEB01_8000 ] bs Port ¢ ssL

EE
- — Please check the contents of the log

@) 7 [

[Mon Dec 18 15:06:44 2023][notice][pid:3693553] [LENA] |

- License Status : License will be

expired in a few days.
[Mon Dec 18 15:06:44 2023][notice][pid:3693553]

[Mon Dec 18 15:06:44 2023][notice][pid:3693553]

] S

[LENA] The module 'mod fox' is licensed

[Mon Dec 18 15:@6:44 2023][notice][pid:3693553] [LENA] The module 'mod_cmx’ is licensed.

[Mon Dec 18 15:@6:44 2023][notice][pid:3693553] [LENA] The module 'mod lsc' is licensed

[Mon Dec 18 15:06:44 2023][notice][pid:3693553] [LENA] The module 'mod proxy fox® is licensed.

[Mon Dec 18 15:@6:44 2023][notice][pid:3693578] AH@G489: Server/2.4.58 (Unix) OpenSSL/1.1.1c
mod_jk/1.2.49 configured -- resuming normal operations [mpm_event]

[Mon Dec 18 15:@6:44 2023][notice][pid:3693578] AH@E@94: Command line:

* /engnee1/lenaw/1.3.a/modules/lena-web-pe/bin/httpd -f

fengn@@1/lenan/1.3.a/servers/WEBB1_800@/ conf/httpd.conf -D MPM_EVENT -D MOD_EUM -D MOD_USERTRACK -D
MOD_LSC -D MOD_PAGESPEED" [core]

[Mon Dec 18 15:@6:44 2023][notice][pid:3693578] [LENA] Server Started : LENA/1.3.3 [mpm_event]

LENA Web Server Started

Figure 17. Web Server 9| 7|52 Log

3.1.6. Memory Cache A x|/AlaH

MDS Node& MX%|, &7X| &=L} O|X| LENA Manager Web UIE E3l| Memory CacheE MX|g 4
QT LENA Manager 4 T2 'SERVER' K| =& & St H Z=0{| X Memory Cache& M %|2 MDS Node&
MEHSIR Cache ListE 2018 4 /Tt o SHOA 'Install' H{ES S2stc

L=ENA DASHBOARD CLUSTER  RESOURCE  DIAGNOSTICS  TOPOLOGY  ADMIN
senver Defaultsystem
@0
- systemsummary
‘= System Name Node WAS Web Session Cache
e P i o e e s

Figure 18. Cache List &¢I

Installation

Input server information for installation.

* Server Type

* Node List

* Server ID

* Service Port

* Run User

* Install Root Path

* Log Home

® Cache
MDS_MODE_01(10.81.209.135) w
mcache-6379
6379
lena
fengn001/lena/test/lena-mds-linux_na_x86_64-1.3.4.0b/servers

® default O Enter manually

' Save

Figure 19. Memory Cache A%|H & Q12 Popup It Q2 2f of|A|
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'Install HEZ Z2&5IH Memory CacheE AX[5t7| YTt HEE UZSt= Popup Ol EHEH 2
0IE1'0' 2 I:{-Q_,_I- 7|'|:{-
= [ a E

. Server Type: Standard

. Node: Memory Cache?} A %|2 Node($H&7})

. Server ID: LENA Manager ?} Memory CacheZE Al®#5}7| 3t H3
Service Port: Memory Cache?} Mx|= W 7|#0| &|= HTTP PortE 2|0]
Run User. Memory Cache®] 7|5 Al A% OS A Y (=™ &7

Install Root Path: Memory Cache?t MX|2 HAZ(:HE7})

N oA W N =

Log Home: Memory Cache Log®] F&
a. default: [Install Root Path]/logs
b. custom: Ar&X}7F Aoz A2 X|H

Memory Cache A% JHE Z5F A St FH 'Save' HEZ 2H5IH Memory Cache?t MX|=|H Cache
List 9| A M x|t Memory Cache& ¢! & 4~ QUL

L=ENA DASHBOARD  SERVER  CLUSTER  RESOURCE  DIAGNOSTICS  TOPOLOGY  ADMIN s o0
SeRvER Defaultsystem

B2 +X
stem

~ System Summary

Figure 20. Memory Cache g4 ‘%] & Memory Cache List

SX|= & Memory CacheE ?|&35t2{H Cache List £&9| 'Start' HES =
Memory CacheS SXI5I5{E 2 #4*|9| 'Stop' HES HIF|EE 3T HES 2

Memory Cache ?| & A%|= 7|5 Log?t Popup o2 EHEC}

Figure 21. Memory Cache? 7|52} Log

3.1.7. Web Server(EN-A) - WAS H=

Web Server(EN-A)2} WAS 2t Az MAof| Chslf Lor=rCt. Web Server(EN-A)2F WAS 2 A5 Web
Server AN SIHO|A T £ 'Ur LENA Manager ™2 'SERVER' H|79%|M AX|5t Web Serverg&
Mesto] M SiFg HT A SiH U 4TSl ‘Connector’ g MEITY,

|_
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SERVER WEBO01_8000

Q& =
Connector | VirtualHost | Logging Envionment | ConfigTree History
4 57 DefaultSystermn

» 3 WAS_NODE_01

b4l

— Server Info
£ WAS_NODE_02
4 ) WEB_NODE_01 * HTTP Port © 8000 * HTTPS Port @ 8363
@ WEB01_8000 Staging HTTP Port © 18000 Staging HTTPS Port & 18363

@ WeR_NODE 02 Install Path @ | /engn001/lenaw/1.3.a/servers/WEBO1_8000

* Document Root © Jengnool/lenaw/1.3.a/servers/WEB01_8000/htdocs

Welcome Page © 3 index.html ®
index.jsp ®
Stop Mode @ Stop ~
n Directory Path /engn001/lenaw/1.3.a/servers/WEB01_8000/htdocs

Optlons @  -Indexes -FollowSymLinks
Allow Override € | AuthConfig

all granted
Require © 3
method GET POST

®
— Connection Info
= Process Info
= Pagespeed Info

Figure 22. Web Server 7| M 3}H

Web Server | 'Connector' 49| A= \Web Server 2} WAS 2+ HZ0j| CHs x-S 2ta| 5t
'Connector' ® 3} 3}t+Q| Load Balancer Worker List 20| H=3 WASE ZJt5}
Server 2t WAS A o] &z =}

A5 WASE FIt5H7| Y3lj A= Load Balancer #2] Configuration®%| A 'Add Worker' HHEZ 22 5}H
F2l= TN Ax[=A UAe WASE ME4SED 'Save' HES S22,

o= LENA Manager 9 &%= WAS Node B2 WAS E5& =Ql T 4 Qo o|0Of
Connector o SE3F WASE EOIII or=

Select WAS

Selact WAS to register

By Node
WAS_NODE_01

Node Name Server Name Host Ip

WAS_NODE_01 SEOL 8080 10.81.209.171

Flgure 23. As5 WAS

J

WAS Listoll 45 M3 WAS?t 75/ 9% B1Tre| 'Save' HES 2sto] 5T MY oct
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— Load Balancer

Overview Configuration

= Load Balancer Info

* Load Balancer ID @ Ib_default

v Create

Load Balancer Detall * sticky Sesslon € TRUE v * Method © Rlequest] v
Sesslon Cookle ©
' Load Balancer Worker List ©
Node Name Server Name Server Type Redirect © Load Balancing Factor & Route ID Order
WAS_NODE_01 SE01_8080 standard NONE R 2a713d37421d06161
Add Worker
o
Figure 24 A= WAS 22 M%
3.1.8. Web Server(EN-N) A x|/AlsH
Web Server(EN-A) MX|2t ZUSH Ao 2 | ENA Manager Web UIE S8l Web Serverg MX|&
QItt. Engine©| EN-NQI Web Server Node & &3t F Web Server(EN-N)E MX|g 4~ QUL
SERVER WEB_NODE_02
Oz == — Web Server List
4 E2 Defaultsystem —
» €3 WAS_NODE 01 Search | show | 10 v entries
5 WAS_NODE_02 O status * Name ¢ Address & Server ID & Englne & Protocol Type & Port &
» @ WEB_NODE_01
No data found.

Figure 25. Web Server List QI

Installation

Mult Action Install Clone

Input server information for installation.

* Server Type
Node

* Server ID

* Service Port

* Run User

* Web Server Engine Path

* Install Root Path

* Log Home

Figure 26. Web Server AX|4 = A& Popup It U= 2t

Install HEEZ =<

UAYBL C12 3 2T

1. Node: Web Server?} AX|= Node (£=™H&

5 Web ServerE Mx|5}7| 93t ME

® Web Server
WEB_NODE_02
WEB01_8010
HTTP
lena
/engn001/lenaw,/1.3.n/modules/lena-wbn-pe
/engn001/lenaw/1.3.nfservers

@ default O Enter manually

o Al A

=
=

o)
2. Server ID: LENA Manager 2t Web Serverg A

57| 9%t B

UH3HE Popup Ol SHEHMH

2k
=

3. Service Port: Web Server?t AF-&38F Port Type 3 Port Number

a. Port Type : Port Type®i|= Y| 2tX| EtUS 2FX| 2L I, MX| A9 Hol| X| =
2715 5t} (Port Number = 4% Jt55tCt)

b. HTTP : HTTP Protocol 2|8t Web Server
c. HTTPS : HTTPS Protocol ?|8F Web Server
i. SSLCertificateFile : SSL Cert Y F 2
i. SSLCertificateKeyFile : SSL CertKey LU F =

default Type2 HZH 0|
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ii. SSLPassword : SSL &%

d. TCP: TCP ZEE 7|42 & 3= Net Gateway

e. UDP:UDP ZEE ?|8F2 2 5= Net Gateway
4. Run User. Web Server 7|5 A| Ab238F OS HH (2T E7})
5. Web Server Engine Path: Web Server dX| A| Ar2% Engine A2(+H&71)
6. Install Root Path: Web Server?t MX|= HAZ(+:HE}
7. Log Home: Web Server Log 42

a. default: [Install Root Path]/logs

b. custom: AFE X2t o2 HZE X

Web Server= ?|& A HTTP, HTTPS & &9t PortS AF&5t=H| EN-N Engine Etj|
o Web Server9| A= Web Server AX| A| 7| 20| oS ol
i TypeQ 2 M| §Ch O|F CHE Type F2h 2hsstD), 7|RO2 M| Type2
MH7E 27ts ot

Web Server X| YHE D5 UA 3t §H 'Save' HE S ZEI5IH Web Server?t AX|E|H Web Server List
ol 4 Zolgr 4 gick

SERVER WEB_NODE_02

B0 £+ X

4 £ DefaultSystem

— Web Server List

. €2 WAS_NODE_01 Search Show | 10 ¥/ entries
€32 WAS_NODE_02 O Status * Name & Address ¢ Server ID & Englne ¢ Protocol Type ¢ Port ¢
> (& WEB_NODE_01 -
[} [ WEBOI 8010 10.81.209.171 WEBOL 8010 EN-N HTTP 8010 B Start [H

4 (@ WEB_NODE_02
[# WEB01_8010

ltolofl

o e

Figure 27. Web Server g4 MX| & Web Server List

EZX o Qe Web ServerE ?|z5t2{™H Web Server List ££9| 'Start’ HEZ Z&EdtCy ESH
7I%ﬂ°1‘?ulL Web Serverg FX|ot2{H 22 Y% 'Stop' HES HHEZ o HES 2

Web Server 2|5 A= Web Server 7| Log?t Popup &2 ZHEC}

SERVER WEB_NODE_02

O X

-« £ DefaultSystem
Search show | 10 ¥/ entries

» 2 WAS_NODE_01
&3 WAS_NODE_02 e Server Log Info [ WEB01_8010 ] X Port ¢

» (@ WEB_NODE_01
B

w
a w
Q@)W[B*NQDE*OZ ~ = Please check the contents of the log
WEBO01_8010 S —— O
2023/12/18 15:12:00 [alert] 369395540 [lenan] + Log backup list : 2 (typss) + 1 (default)
2023/12/18 15:12:00 [alert] 3693955#@ [lenan] . access
Jengn@@1/lenaw/1.3.n/servers/WEBBL_8910/logs/backup/access

2023/12/185 15:12:08 [alert] 369395540 [lenan] error - m Install m 3 Register  Save

/engn@el/lenaw/1.3.n/servers/WEBOL_§810/logs /backup/error

= Web Server List

ltolofl

2023/12/18 15:12:00 [alert] 3693955%0 [lenan] . * (default) -
fengn@@1/lenaw/1.3.n/servers/WEBB1_8616/logs /backup

2023/12/18 15:12:06 [alert] 369395520 [lenan] - Log retention © (days) <- never removed
2023/12/18 15:12:00 [alert] 3693955%0 [lenan]

2023/12/18 15:12:@0 [alert] 3693955%@ [lenan] All worker processes of this lenan process are started.
2023/12/18 15:12:06 [alert] 369395540 [lenan]

3023/12/18 15:12:@@ [alert] 369395520 [lenan] The lenan process has been started successfully
2023/12/18 15:12:00 [alert] 3693955%0 [lenan]

2023/12/18 15:12:00 [alert] 3693955#0 [lenan] LENA's Daily Batch Schedule Started

2023/12/18 15:12:@0 [alert] 369395528 [lenan] - scheduled : 2823/12/1% ©0:00:00 (after 31679 sec)
2023/12/18 15:12:00 [alert] 369395540 [lenan]

LENA Web Server Started

Figure 28. Web Server 2| 7|1} Log
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3.1.9. Web Server(EN-N) - WAS -5 (Proxy)

Web Server(EN N)Rr WAS 2t 04% M7oj| Tisf Yor=Ct Web Server(EN-N)2t WAS 2 HE2 Web
Server(EN-N) A% &t®HO|Af & 4 QICh LENA Manager AT+e| 'SERVER' %04 MX|3t Web
Server(EN-N) & *1E“Uf°‘| MY etHEZ B0 A% 3 W 4Tl 'Connector' 2 AEASITE

SERVER WEB01_8010
OB+ X
General VitualHost | Logging | Envionment | ConfigTree | History
El:=]
£ WAS_NODE_01
Proxy || Net Gateway
£ WAS_NODE_02
- @ WEB_NODE_01 — Cconnector Info ~ Collapse All
4 @ weB_NODE_02
[ wEB01 3010 * Proxy Read Timeout @ | 300 * Proxy Connect Timeout @ | 5
* Background Serverfault Check Interval @ | 10 * ServerfaultRetry Time © | 60

* Health Check Interval © &0

u = Load Balancer A Collapse All

Overview | Configuration

- Load Balancer Overview
Load Balancer ID Target Server Pattern
b_defaut uri_default
— URI Pattern Group
* URI Pattern Group ID © uri_default Wirtual Host: default v
Mode  ® standard O Manual
Patterns to be Included @ | *jsp @ | Ib_default v Patterns to be Excluded ©
*do @ | Ib_default v

Figure 29. Web Server =7| MX3tH

Web Server(EN-N) 2] 'Connector' E40j| A= \Web Server(EN-N) 2 WAS 2t HZA0|| tjjgt M-S 2|5t}
'‘Connector' & 3} 3T > Proxy & > Load Balancer > Configuration Eé.@l Load Balancer Member
Listof| A= 5t WAS% ZJtotH 212Xl \Web Server(EN-N) 2t WAS 2t ¢z 0| &z =ICt

A= WASE F1512| M= Load Balancer T*2| Configuration®{%|A '‘Add Member' HEZ

I_OE
Sasty Hl WUOYM MR o Qe WASE MEHSID 'Save' HES 2L EAO|MLE LENA

Manager o 5% 5|01°'E WAS Node HZ WAS S2& &9l & 4 QoM o|0| 'Connector' °f SZ3t
WASE= 5_'0|I| =}

Select wAs

Select WAS to register

By Node
WAS_NODE_01

Node Name Server Name Host Ip

o WAS_NODE_01 SE01_8080 10.81.200.171

Flgure 30. A3& WAS 7t

WAS Listo| #1572 WAS 2ItE|H £ 51tHe| Save’ HES 2st0] 3 XL
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— Load Balancer ~ Collapse All

Overview Configuration

= Load Balancer Info

* Load Balancer ID 1b_default v [ @ Delete |
* Method Sticky Session v * Session Cookie JSESSIONID
TimeoutRetry O On @ oOff Auto Server Fault Recovery ® on O Off
- Load Balancer Member List
Target Server Route ID Weight
WAS_NODE_01 / SE0L_8080 2a713d37421d06161 1

Flgure 31. ¥d=5 WAS 52 %+

3.1.10. Web Server(EN-N) - WAS ¢ (Net Gateway)

Web Server(EN-N)2t Backend ServerZt ¥z AM™o| Ozl Lor=ECt\Web Server(EN-N)2+ Backend
Server?| A5 Web Server(EN-N) A% 3ttHO|| A &t U* 2 QT LENA Manager 42| 'SERVER' H| 49| A
MX|5t Web Server(EN-N) £ AEH UI'O‘I ’.“EI* StHZ OE".T'_ M $HH L AFTHO| 'Connector' BHS MEHSICE
0| % of2f{2] 'Net Gateway' E.i.* = A1EH oot

SERVER WEB01_8010

GRNT A

4 ) DefaultSystem

22 was_NODE 01
. Proxy Net Gateway
5% WAS_NODE_02

General Virtual Host | Logeing | Environment | ConfigTree || History

@ weB_NODE_01
g — Connector Info ~ Callapse All
4 @ WEB_NODE_02
[& weso1 so10 * Proxy Timeout 200 * Proxy Connect Timeout 5
* ServerFault Retry Timo 60
+ save
— Load Balancer ‘~ Collapse All
Overview | Configuration
I - Load Balancer Overview
Load Balancer ID ~ Target Server

Figure 32. Web Server 7| M 3}H

Web Server(EN-N) 2| 'Connector' & 3}2{2| 'Net Gateway' & °f|X= Web Server(EN-N) 2 Backend
Server?t HAO| tst M™S &2|3tCt 'Connector’ ® SHH oHHQ| Load Balancer Worker List £9j|
H =3t Backend Server& £7}5tH 7| 2%l Web Server 2t Backend Server?t 50| &= E .

Backend ServerE el -?—If’HkI‘— Load Balancer E’r—l ConﬁgurationEHOHkI 'Add Upstream' HEZ

SERVER WEBO1_8010
Ogl=Xx
coret [ v | s | s | convton |
El-=]
4 £2 was_NODE 01
2 proxy || NetGateway
[ seoL_sos0
£ WAS_NODE_02
. — Connector Info ~ Collapse Al
& WEB_NODE_01
4 @ WeB_NODE_02 * Proxy Timeout 200 * Proxy Connact Timeout 5
B wes1 soio * ServerFault Retry Time. ©
v save
Ewerwewl Configuration I
e——
I  Load Balancer Info
* Load Balancer D | (b default v IEFEE
* Method Round Robin ~
- Load Balancer Member List
1P or DNS. Port Weight
10.81.209.171 8080 2
Add Upstream
v Save
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Figure 33. 915 & Backend Server 7}

Member List0] H& AT Backend Server?} FIIEH 2= sHQ| 'Save' HEEZ 25t %5

X 35t

— Load Balancer ~ Collapse All
Overview | Configuration

= Load Balancer Info

* Load Balancer ID Ib_default ~ [=
* Method @ Round Robin A
= Load Balancer Member List
1P or DNS Port Weight ©
10.81.208.171 8080 2
+ Save
Figure 34. &5 Backend Server S5 X%

3.1.11. Session Server d%| Y AF
Session Server£ Session Clustering & X8 A|0f| MX|5t0 Ot & JtX| HtHo 2 MX|gh 4 QiCt

1. Standalone 2. £ Session ServerE ®H T Server & A X|o}= ttH

2. Embedded 2 E: Session ServerS 5% Server 2 MX|5tX| &1 I| &0 MX|5F WAS W0 Emebedded
HEHZ HX|5t= U

Standalone 2 E Mx|2} WAS ¢ &

Session Server & WAS Node®f| AX|gt 4= /Tt LENA Manager 4'™2| 'SERVER' H| & MEH T Session
Server & “IIUF WAS NodeE& MEHSICE \WAS List 50| = AMX|Z Session Servers =9l & £ Q=
Session Server List & &lg + L.

L=ENA DASHBOARD ~ SERVER  CLUSTER  RESOURCE  DIAGNOSTICS ~ TOPOLOGY  ADMIN TSR]
SERVER WAS_NODE_01

B @ Xz — WAS List
4 B DefaultSystem

£ SERVEROZ-WAS search show | 10 ¥ |entries

SERVER02-WEB (] Status. * Name < Address ¢ server ID & Type s Engine No. ¢ HTTP Port ¢ AJP Port <
[m] v SEOL 8080 10.81.200.171 SEOL_8080 Enterprise/SE EN8 8080 8009 B

1tolofl

H = Session Server List

search show | 10 ¥|entries

Status * Name ¢ Address ¢ server ID & Type & Port ¢

No data found.

Figure 35. Session Server List ¢l
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Installation

Input server information for installation.

*Server Type @ Standalone
Node | WAS_NODE 01
ServerD | $501_5180
*ServicePort | 5180

* Mirror Server IP SERVER02-WAS(10.81.209.172)

* Mirror Server Port 5180

* Run User lena

* Install Roet Path /engn001/lena/L.3/servers

*LogHome @ default (O Enter manually

Figure 36. Session Server A%|7d 5 & Popup 2t Y& 7t oAl

'Install' HES Z2USIH Session ServerE Mx|5t7| ¢Jst YEE YSH= Popup HO| AW 2t
olayst= o C}oat Zhch
H 70"« a E .

Server Type: Standalone (22%)
Node: Session Server 7} A X|2 Node(+™d&7})
Server ID: LENA Manager 2} Session Server £ AltH517| |3t HY

Service Port: Session Server 7} At-& %t Port

Mirror Server IP; Tt2 3tL+2] Session Server 2} A X|= Node(5E3F Node £0j| A AEH)

Mirror Server Port: Tt& 5tL+2] Session Server 2t A X| & Node9%| X Session Server 7 At&35t= Port
Run User. Session Server 7|5 A| AF88 0S| A ™M (EHE7})

Install Root Path: Session Server 7} AX|2 AZ(L:HE7))

Log Home: Session Server Log A&

L 00 N o 1k W N~

a. default: [Install Root Path]/logs
b. Enter manually: A+ X2t 2d9l=2 FE X

Session Server AX| §EHE D& Q& 3 § 'Save' HES 2 &5IH Session Server 2 AX| & Session
Server List 9| A &9l & 4= QIC}

o Session Clustering /4 A| Session Server= 27|& MX|5t% StLb= Primary, 2
StLt= Secondary ©| &2 1/dS Tt

9] of|A| 1&O|| M= "Mirror Server IP' o Ct2 &tLto] WAS Node2 X|X5t% 00 8% WAS Node o=
of2{e} 20| Session Server & 4 X|3tct.
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Installation

Input server information for installation.

*ServerType ~ @® Standalone

Node SERVER02-WAS
* server ID 5025180
* Service Port 5180
* Mirror Server IP WAS_NODE_01{10.81.209.171)
* Mirror Server Port 5180
* Run User lena
* Install Root Path Jengn001/lena/servers

“logHome @ default O Entermanually

Figure 37. &2 3tL42] Session Server M X|

Session Server & 25 MX| ot & WAS 2t H5512| ol WAS A™ 3HHO| 'Session' §H-S MEASITY
‘Session' §& 0| M= WAS 2] Session Clustering M-8 |5t Session Server 95 MdZ sty A%
=9 'Session Clustering Enable’ &332 'Yes' 2 FHASH M| MO HEA|ELE& 3. Standalone
Mode & AL HE 2 MX|St Session Server & 2|55t O|F WAS 2} 559 Session Clustering &
= @5t GHAlo|Ct

LENA DASHBOARD ~ SERVER ~ CLUSTER  RESOURCE  DIAGNOSTICS ~ TOPOLOGY  ADMIN L -]

SERVER SE01_8080

o2 s

4D
4 £ SERVER02-WAS

» B> SE02_8080
Bl SS02_5180 Sesslon Clustering Enable @ | @ Yes No

bd

General m Logging | WebConfig |~ Environment | Properties = Audit |~ ConfigTree | History

= Session Cluster

@ SERVER02-WEB Sesslon Server Mode @ O Embedded Mode I@ Standalone I
4 52 WAS_NODE_01
3 WAS_NODE * Primary Server Host © I WAS NODE 01 v| | sso1 5180 v I * Primary Server Port @ | 5180
> B> SE0L_8080
[, SS01_5180 * Secondary Server Host @ __ SFRVER02-WAS v | | 5502 5180 v * Secondary Server Port @ 5180
4 @ WEB_NODE_01 External Stored Sesston @ | O TRUE @ FALSE

B weso1_s000 Share session In applications @ | O TRUE @ FALSE

Multi Login Control @ | O TRUE @ FALSE

f

Figure 38. WAS 2| Standalone 2 E Session Server A7

Standalone 2. E Session Server £ 7| &2 &2 MM zFfo t21f 2O},

1. Primary Server Host: Primary 2 X|5d¥ Session Server 7} AX|= Node & J&5}11 Session Server
£ X7t

2. Secondary Server Host: Secondary £ X|d& Session Server 2t dX|E Node 2} Session Server &

X|g5tet. Session Server 2t 27| MX|%|0f @11, Primary Server Host & ME{stH Lt X| Session
Server 7} X522 Secondary 2 X[ EHH.

3. External Stored Session: Session Clustering M-8} &4 WAS 2+ Session Server(27])9| A 22| &=
Session JEE Session Server(2?]) o MT Y X| FE ARMTIC). FZ Cloud, Container
#ZoM 8 M BT S A& T (Default false)

4. Share session in applications: WASY|| %12 Application ©| BjZ == A dlid Application 7F Session
HEE Z/7Y X AR E d=iSt (Default false)

5. Multi Login Control: 2 219 X|0] 7|52] A2 HE MEdSHC (Default false)
Standalone 2 E Session Server 2] F% 22 M85 WAS Ottt 9|ef 22 22 85| F0{0f Tt}

o Session ™ HA & \WASE X}j7|Z of{of3tCt.
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Embedded 2 E MX|9} WAS A=

Session Server 2| 7|'52 Embedded 2E2 AT WASE HEHSIY APSIHZ A H, T 'Session'
EHS MEHTIC}

Sessmn & o= WAS 2| Session Clustering M8-2 {3t Session Server ¥ Mg #2|sty MH
pix=Nel SeSS|on Clustering Enable’ &2& 'Yes' 2 HZASIY ME MHYO| EALEE 3Tt Embedded
Mode & AL WAS 9] Session Server ?|-50| WAS 9| Embedded SEj 2 WAS?| 7| = SHoY

L E N A DASHBOARD SERVER ~ CLUSTER  RESOURCE DIAGNOSTICS ~ TOPOLOGY  ADMIN
SERVER SEO1_8080
BB s X
General m Logging | Web Config | Envionment | Properties | Audit | ConfigTree | History
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3.1.12. Server 7} ¥ &9l

&M Web Server(EN-A) - WAS ¢35 2t Web Server(EN-N) - WAS &5 (Proxy) 2t Web Server(EN-N) -
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Figure 41. Topology View
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LENA Web Server

Congratulations! You have successfully setup and started LENA Web Server. You are ready to gol

Figure 42. \Web Server & Test

Sample Application &
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©

LENA Application Server Standard Edition

Congratulations! You have successfully setup and started LENA Application Server. You are ready fo go!

This is the default LENA Application Server index page, which indicates a new server instance was installed, and application is not yet deployed. It is
located on the local filesystem at @ServerReoot@/webapps/RO0T/index.jsp Where @serverReot@/ is the root of the application server

instance directory.
Server Install Information

» Server D : SE01_8080
» Service Port : 8080
» JvmRoute : a5b748M8aal06161

Figure 43. indexjsp =& Test
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JM 2 §X|&|H Session Count 2t %Jrﬁr‘; 1o 2 3to|st 4 QlCt
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LENA Session Info. (Standard Edition)

Server Install Information:

« Server ID - SE02_8080
« Service Port : 8080
« JvmRoute : 3e23377da%91406161

Session Infomation:

Session Count: 1 wvisit

Session ID © null

Is Requested Session 1D from cookie : false

15 Requested Session 1D from URL : false

Is valid Session ID : false

Logout

Figure 44. session.jsp =& Test
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