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Installation Chapter 1. OVERVIEW

Chapter 1. OVERVIEW

28 ML Container 7|8t LENA Server® 2@5t7| 9tM ZR3H Architecture 2%
J| & LENA ©f HH| 75 U 2ol TS LHR 2 MER X ZEE eFX thRYe Hudct

2 2MLE LENA 1.31c HHS 7|Z02 7|48tD, Ca2 22 U8g Bl
« LENA for Container Of2|ElX AN QA
o HEHA| 5t TBALY
O Server S e Argt
« LENA for Container A X|

o Base Image Build

o

Kubernetes 7|8t M X%|

Docker 2|9 x|

ECS 7|dF M%|

VM / Host ?|gt A %| (Manager, Session Server)

1.1. 2Me 2

(0]

O

o

LENA= Web Server, Application Server, Session Server2t Web Server?] StatusE &QI5t= Node
Agent, Application Serverd| MX|=|0] Status’J 2 E H| 5 5t= Advertiseret 22| Xtof|3| H| &= = &F2re
L9l Manager= F/d LY.

1.1.1. Server
LENACIM H&=+= MHLe| 5&F= Web Server, Application Server, Session Server 32(X|2f QlrC} 2F
Aee] 8L of2fet 2k,

1. Web Server At8Xt 9o w2} Web ResourceZ X|Z3tCt Application Server?t X|-&23t=
28 MH|AQ| Front2l&tS $adtMHA, MEHMOZ |oad Balancing ¥ HOF 2{|0|0{(SSL)E H| 2=
O=|UI-° J\UHU}E{-_

2. Application Server. Java2 XA El S8 MH|AZ AM3l/H|Z SiCt,

3. Session Server. Application Server?t A2 X}2] A2 F X| St

OH
o

1.1.2. Agent, Advertiser
Node, Server®| 2%|=|°f §[°o] ¥ EYET ?|5& EI 0= Agent O[Tt

* Node Agent
© Web Server &l 2LEY HO|&E HF5tH Managerdf|?|| X5 3+
+ Advertiser
o Application Server Atel B UE{Y B|0|E{Z Fg5t0] Manageroi?i| X2 tct.

1.1.3. Manager

Manager= Node Agent2t Advertiser& S99 Node2t Server? o ¥ ZHYEHYH 2l 5=
K| 53t=Web Application®|t. H{EX S 2 ofalief &2 7|55 M5,

Copyright© LG CNS. All rights reserved. 1
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%3 Mo
Dashboard « Server, Service Cluster 312
+ Notification 22l
Server « System (=2 X Server 1 &) S2/4&%/AHK|
Service Cluster « Service Cluster SZ/4™/AMHH|
« SE& Server 38, 0|H X3
« Service Cluster Bl= &, Revision &g
« A% Template H*2EE S5t CICD A4 ?|&
+ ¥4 Terminal & Standard Out/Error Log £3| (Kubernetes®| 5+3t)
Resource . Resource (Database, DataSource, Application,k8s config)
AI‘I/LI'I-”/IEI
* ResourceE AME&5t= Server & £3| 3 FI1/X|7
Diagnostics » Server®|| CH3t O 4 313} EL4'51E* j| 5
« ServerOj| A 2FASE Event X3 7|5
Topology + Systemt& Server 71/d3 ¥ X3
Admin « AEXH AT e, AL X/ H /Ul O
- MEX 29 ol =3
- 2ol M B2, WY £9) Y P2 E

* Cloud Profile 22|

1.2. Mechanism

LENAE= ManagerE 3l Web/Application MHE ZYEH 3 S35t th{UrL I|5S HN|-gsto} ot
7|1& Host/VMHAILS] =AM x[0|™M2 ContainerdA HLEE+= Ser ver= Orchestration=0f 2|3}
HHO| A&, StateE 2K X| E=t+= FoIH.

ek, 2|E Host/VM 2F0[AN AgentE &3 MAIZE Hof/d% e YA il JHE Server?t
Container?|s A|™MO| Manager® £ MMME 3 ZfO|MAE C}QZE Hh= HAMOZ MMMYHE

M&sty, 7|55 Server?] MEfS Manager— ofj A DU E{E Sf= HiAl O 2 2ha|siot

Server?|Q] TARAZL J|E A ORIZE U XJ|AMY J|LL AL YsiME ZH Servers
ContainerA|Xt Command2 #&% = docker-entrypointsh?} U1, SFE = Server?| MEHE
51 Web MH{9|= Node Agent?} dX| =] 11 Application & Session Server= WXE 252 &85

WEB-WAS &7 E20| = I|Z= VM/Host & 042| xto|2} E=X|5tCt Container®] AMAl/AHo|| w2} [PL
FAIF HE ™| 3+HO|| M Back-End Appllcatlon Container?}te| X|£H™o| HAAS S X|5t7| Y3l M= Load-
balancer? "HQ53}H, O|= Kubernetes-l Servicely ECS2Q| Service Discovery, EKS/ECSS| ELB HE{=
b [P O'Ur 7|& VM/Host &F0o|M WEB-WASE X 25t WEB M2t 27 Load-balancing&
A3HEHC HEAMS Container®tZ °1|*‘It Mo x| &0 ZHZ0| M3 3t= Service _+_(SerV|ce Endpoint) 2

Copyright© LG CNS. All rights reserved. 2
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Reverse Proxy ¥ 22 H|& 3t

WEE Container 6 WEB Container 5

Ltena @ Ltena @
WEB Server WEB Server
‘ Node Agent $:|| ‘ _Node Agent ] }

‘ docker-entrypeint sh ﬂl\ }, donker-&ntrypoint.shﬂ } - .

‘}i’ Service Endpoint
L

Service
Application Container .-~~~ ® Application-Container ® “.. . |Manager Container @
o - _Q'_r S
LENA &8 LENA &2 ™|y uee
Application Server Application Server ?O_ =
Advertiser 3 | Advertiser 3 |t T T LENA Manager
e o _____--"'-_:,"J 1 Hitp
‘ do:ker-erérypoiﬁf.‘sh@ | ‘ _dot I::ér-enf:rypoint.sh {I ]’"'- T P :
T - o T - < | docker-efrypoint sh {I |
S E - /; :
: . : Persistent Volume | e
session Containgg, . () Session Coniaing) [ ) ’
LENA & ) LENA &S| 17 ’ Manager <2
Session Server < Clustenng-—>  gacgion Server Repository =

‘ docker-entrypeint. sh {l | ‘ docker-entrypoint gh E ’

Figure 1. Container ?|gt LENA Server?t &3 £ = (Kubernetes &3)

%8 CL: ]

Application Server Application Server Instance

Web Server \Web Server Instance * EN-A
* EN-N

Session Server Session Server Instance

Manager o] BYEE| S MYIY 2H2] 9 Server 2 U|E{

s HE

Manager Repository Manager 2¥2 9t UM Repository, 2t & EXNHLE 28715
4YYE UDB YR E Foy
docker-entrypoint.sh Container ?| &A% A% = Shell Script

o
2. Manager2 SE{ MMM /2f0|MA L2 2 E
=

3 A 7|5 7]

Copyright© LG CNS. All rights reserved. 3
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%2 a3 |2
Node Agent Web M 2UEY H|o|g FT 2 Manager%|?|
%LI ManagerEHE‘I *kl?‘_l- I‘”O‘I/kiI‘l |3=|E1 *"DH
Advertiser D YE Y G[o|E] T L Managerof|H| &4! Application Server?||

E St
<=

Container >g&32| E/40|L X|2Fof| W2} Session Server Lt ManagerE VM/HostZF0j|M SHS &+ £
Qa, LENA Manager= Containerd LENA Server —COH—IE% VM/Host ?|€t LENA Server& L
7| '—E Eototl Qoo Cten e opJ|HIMZ ¥ S F Qi

WEB Container WEB Container
LENA LENA
WEB Server WEB SENEF
Node Agenl g ‘ Node Agent g }
‘ do:ker—entrypc-int.shﬂ~L ‘ donker—&ntrypoint.sh@ },\ .
‘E’ Service Endpoint
Service L”"
Application Container.-*" @ Application-Container @ “. . |Manager Node
R = o . .
LENA & LENA &2 S [y ues
Application Server Application Server io— =
Advertiser = | Advertiser 2 |t T AR LENA Manager
— = ) ”____--""--‘-,"J Hitp|
‘ dcnker—erétrypaiﬁ“l.‘sh@ l ‘ _,doﬁkér-enf_rypoint.sh@ ]" T \;/
e A Manager
T : o - Repository
Session Nade .|, .- Session Node_ |
SESSULLNEE - R U
LENA &b < N LENA &b
Session Server Clustering Session Server

Node Agent E‘ Node Agent E"’

Figure 2. Container -VM/Host 238t &9 A 2] LENA Server?t 3 =

1.3. X|-& Asset

LENA for Container 0| M= &3 Z+2 Asset X|-5E .
« Docker Image : Linux OS + JDK + LENA Server + H8 Library?} Z3 % ImageE Docker HubE
=M XS
o Web Server : https://hub.docker.com/r/lenacloud/lena-web
o Application Server : https://hub.docker.com/r/lenacloud/lena-cluster
O Session Server : https://hub.docker.com/r/lenacloud/lena-session
© Manager Server : https://hub.docker.com/r/lenacloud/lena-manager

+ Kubernetes Manifest It : Kubernetes®|| x| A| © 235t Workload / Service / Config Map ©| ?|&
LENA ServertjZ & mel

Copyright© LG CNS. All rights reserved. 4



Installation

Docker Hub®l|X] X3 3= Image®] Spec2 Cf&2t 2.

fam |

Ho

Application Server

Web Server(EN-
A)

Web Server(EN- -
N)

JVM

*+ Open JDK 1.8
* Open JDK 11
+ Open JDK 17

* Open JDK 1.8
* Open JDK 11
+ Open JDK 17

OS (Base Image)

+ Cent OS 7 (centos:7)
« Ubuntu 22.04 (ubuntu:22.04)

+ Cent OS 7 (centos:7)
+ Ubuntu 22.04 (ubuntu:22.04)

+ Cent OS 7 (centos:7)
 Ubuntu 22.04 (ubuntu:22.04)

Chapter 1. OVERVIEW

7|2 Heap
Memory

1.0 GB

64MB~256MB(Ag
ent)

(EN-N 2 Agent
A 5tx| 942)

Session Server + Open JDK 1.8 + Cent OS 7 (centos:7) 1.0 GB
+ Open JDK 11 » Ubuntu 22.04 (ubuntu:22.04)
* Open JDK 17
Manager + Open JDK 1.8 + Cent OS 7 (centos:7) 1.0 GB
+ Open JDK 11 « Ubuntu 22.04 (ubuntu:22.04)
+ Open JDK 17
* L]
1.4. A28 274
LENA for Container?| 2f Mt QIAEA MX|0f CHSF F{ & R AT 20 2T
=1 JVM %A Memory Image Size(Base Img %i|2]) 2
Memory
Application JDK 1.8 512M °F 900 MB (2F 300MB) 1.25 GB
Server
Web JDK 1.8 512M F 975 MB (2F 300MB) -
Server(EN-A)
Web - 512M QF 975 MB (2F 300MB) -
Server(EN-N)
Session Server JDK 1.8 512M QF 900 MB (2F 300MB) 1.25GB
Manager JDK 1.8 512M oF 1,000 MB (2F 500MB) 1.25GB

2t M EX| Al 22 B8 Memory ?2|&22 X HO, 24 AQF HEY A 27
Size= OS + JDK + LENA Server + Q| ibrary M| & MX|5t Image 3 7|9|H.

Copyright© LG CNS. All rights reserved.
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Chapter 2. Architecture Z ALt

2.1. 3x}

M| Architecture QJAtAXN It Mx| 2ty of2 D nt 2+t

OS/JDK/User/
Library Z2H

WEB / Application AMH{ A Session Server / Manager
Server £
Container @ VM/Host

LENA e
X=X =
olaizl &8 (0S/IDK S ©Z) [ <Container> ] <VM/Host>
Manager e Manager X
LENA O[DO|X| 7|&t At [ Sesswn Service J
Base 0|0/ X| Build Base 0O|0|X| Build Cluster Mo
[ <Conta|ner> ] Sessmn Server
Session Serer B IZ

<Manager>
WEB/WAS

Service Cluster =

A 4
CICD
Application <Manager>
Build Config Template =& & |€------- N

Revision 444

HgAlg

Build A|H Config Template &-&

Application

B AE=INES| Conflg Template &

|_

Figure 3. | Architecture 2| AtZ% 2} M x|t

Container?| OS2} JDKE ZXst=
sAlo] 2t

23 HYHC, Yyrmoz

|
1, WEB/WASE= LENA o[O|X|&
MM R|5t= HAER Base ImageS

* Architecture AIEHL| A|Zh2 Container SHEQ| HNYy} &
ol ofof w2t LENAZ|B ImageS AMEAsIT, S Z 0| W2 HiZHY
- MX|&= WEB/WAS XMtH2t Manager/Session AH Mx|grAlo
Manager/Session2 LENA ImageE X%+ A= ALESH|
Jlgtez ZZHMEHZ TR I5t= Application / Librarys2
Buildsto] 288t A0 2 TIsEC
* WEB/WAS/Session MHE &&#=|5t7| 2fstiM= 31F ContainerE 14g5t7| Tof| LENA Managerg

EJ

P

Copyright© LG CNS. All rights reserved. 6
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2823510 2t Service®® Service ClusterS AtHO| /4510 Of SIC}. Service ClusterS AM/dsta,
Container 749 Manager 22} Service Cluster J 2 & F7}5H Container ?|-5A|%| Template
/ License 42 E HXI} £HE|H, 7|5 T Manager®| X ?|&E Container? Server?} X5 55512
BUEY Y22 ol & 2+ QT

2.2. Container &9 &4of| st 1 2{Ajgt

Provider? ©C¥st Containe
Kubernetes2t4d 1} Amazon EC

wm -
o
my
rlo
O
o)

(@]
a
D

=
N
rxo
rid
ox
N
N
Ral

-

o
Q
Container 3 2 £4 & LENAS 2Fot=0 ¥ 0lx& #2 542 G2 M.
£
o

A
[y

1. 4 ServerZt N/W

O] D2jAtate A|AEIS J1M5H=ServerS0| Container @F& 72 W& N/Wet 25 N/WO| EAE|of

\ E&E5t N/W X|2fo| Mo AX|

ger, WAS — Session Server2| §419|

7ssto{of Sttt £35|, VM + Container& Z¥sto] #/d4% AL ECSY vwpcHEYI ZE HH
Container2} VM 2t2] SAI0| It58F N/W /90| T Q 5tC}.

2. Load Balancing X| ¥4

VM/Host 9 22| Container= A2 A/ATE 4 o0, oo L2t PFAJ} HHTCE w2ty
Back-End%| 9 X|3t Container’i’d/A% ZO|L X|£HQl ServiceE: {X|5t2] YA Back-End
MH|A9 QF HO| Load-balancer& ZTR=2 3t =HCt Kubernetest= Load-Balancing2 M|&3t=
ServiceE H|35t1, ECS = ELB HZ HE= Service Discovery A& £l Load-balancing 7|52
M55l ATt

3. Instance §&7d X (#& 224 : Session Server, Manager)

1FH M2 Containerg 1L{H FAE X[£HO=2 RFst= A 0|5tH, DBMS2t 20| /5=
XY MH|AE Container2 MH|AS @ QS E/o=2 LENAS| 484 F Manager?l Session
Server?| /g0 TR5tH. Kubernetes®| F@+= StatefulSet HiE HAZ &l o £ M-Sty
ECSe| A2 Replica 12! ServiceE HESH FASH 2FE 4+ UG

4. 25 Volume 12 (&3 4 : Manager)

Container?t State 9X|& HX3H & 917|0f AH/J|50| HMSIO{E AL2SI= Datals X|&MOZ
X5 M= AR MYL (Volume)o| FEE XYstofof ottt UM o2 DBMSS| DBE|O|E
Yol =472 Containerd| &% Application2 H{ES W 2 ZEFC LENA Managerg
Container #NO2 2¢2 39 7|5 FIE 22| Yo AMHE RSP YA &% Volumed)
AZg WRE et

2.2.1. Container S E H A £

oy MmE

o
= oM HoM At 2FE LeAE T E Container 2 ES S92 dH=H.

—

Kubernetes

Kubernetes= Container2tEl Workload2t ServiceE 22|5}17| 3t o|AlAdo| Q11 SXIt=5t Container
Orchestration =3 O|C}. Kubernetese &3™MOo 2+ Container2tglE 3t Control PlaneZt Worker
NodeZ /&= Cluster TH2 HX|EHO 2YEHC. Worker Nodef|s =={HQl =Lkl
Namespace? &AHIX|[ECt. Kubernetes AMH|A= Container B{EI} }5%F £ A T QI Pod2} Pod2

35t st Y Workload, WorkloadE Network MH|AZ X|-Z5t= ServiceZ 4 T2,
Workload ¥ Service= Namespace®]| Hl{ x| £l Tt

Copyright© LG CNS. All rights reserved. 7



Installation Chapter 2. Architecture Z3gAtgt

Kubernetes?] Network X+ Service 252 9% Cluster Network®| FMEOl /UL Ol S|
HostZ2] Port Open, Load Balancing2 X|-5Sttt.

Host Network

Cluster Network

Pod Network

Figure 4. Kubernetes Cluster N/W

Kubernetes®| Servicee Pod TN MeiZol ofE2Ho|ME N/W MHAZ LEo5t= FASHH
YE2Z Podof|?f| 173t IP 29 Pod HEO tiet Y DNS P2 F95t1 Load-Balancingg X5 2.
Kubernetes Service?| &%= 432 22 47tX[2t L.

Cluster IP

Kubernetes N/WOI[M W& X IP / Domain Name©| %1 O|F E3l Cluster Load Balancing©|

o| 2o XIc},
Node Node

Service (Cluster IP + Domain Name)

Kube-Proxy Kube-Proxy

Replication Set

Figure 5. Kubernetes Deployment 53 - Cluster Ip

Copyright© LG CNS. All rights reserved. 8
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Node Port

Clusterg #dste 2= Node? PortE Container Port2 AT Node 222 30000-32767 HLY <
Port?f Open&| 1, 7|2 Mo 2 &= TS| Port?t X Y=Y DYHo 2 X|Ya 4= QUC}.

Node Node

Figure 6. Kubernetes Deployment % - Node Port

Load Balancer

Node Port& I35t S A|9| Container N/W 2/ £9f| 9/= LoadBalnacer& |5t ServiceE L=&3HC.
EKSet Z2 Cloud Service®| A= Cloud Service Provider9|M X|&5t= Load BalancerS #4459
e

External Load Balancer

Node Node

rvice (Cluster IP + Domain Name)

Kube-Proxy Kube-Proxy

Figure 7. Kubernetes Deployment +& - Load Balancer

Headless

HE 9| Service Cluster IP €10 Domain Nameft2 &3t Load Balancing 33ttt Pod EE 2t2Ho)
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Node Node

Service (Domain Name)

Figure 8. Kubernetes Deployment 3% - Headless

Kubernetese= &St §32| Container(Pod) HHE HHAZ X|stct UHIHO = Deployment(Replica
Set)Z AFE5HX[Zt 2P H Instance H4+E HRE5t= LENA Manager, Session Server®|= Stateful Set
X8 0| Hgsict,

Replica Set
Node 7HT2r HAHGO] RFE 729 Replicag Y45ttt & Podo| 5LTH Persistent Volumes
ZRots YE2 24T 4 Ao,

Node Node Node

Service (Cluster IP)

Repllcatmn Set (Rephr:as 4)

Figure 9. Kubernetes Workload % - Replica Set

Deployment

Replica Set2 *Hd & + UL, Versioning T + UGt Lo o =z WEB AH|, Application AHE
B EZ Sl Ar2E T

Copyright© LG CNS. All rights reserved. 10
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Node Node Node

Deployment
(ver: 1 -> ver: 2)

Service (Cluster IP)

Repllcatlnn Set (ver. 1} Replication Set (ver: 2)

Figure 10. Kubernetes Workload §3% - Deployment

Stateful Set

DHE JH39 Pode §X[& 4 1, Pod &
22t9| Persistent Volume f%._*%*ol Fsote. 2
ME|AE HE W AHE T,

Z Master / Slave 59| A 2tg 2tH '
HIM O 2 DBMS, Session Server S F4/do] Zast

Node Node Node

Service (Headless)

Stateful Set (Replicas: 3)

Figure 11. Kubernetes Workload & - Stateful Set

Daemon Set
Kubernetes Cluster?] Worker Node 742t =23t PodC| Node = H{EE D QX =} QUdl™o =

Standard Oute = £#5 Log &+, Node® ZYE Y HE &%, IngressE tf4I5t= Web MHE H{ET
L|-_9_EJ A 0|[,|-_
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Node Node Node

Service (Cluster IP)

Daemon Set (1Pod per 1 Node)

Figure 12. Kubernetes Workload §3% - Daemon Set

ECS

AWSZ2| ECS+ Task (Kubernetes Pod2t FAH)2F N/W, Replica Set§2 M £ Ql= Service2 #/dE
ECSY| ServiceE /35t Task Instance®| O3t Load Balancing2 1) ELB Al &= 2) Service Discovery
grAlOo 2 M| gah & Tt ELB A2 Service 2|0 ELBE X5t *E*Ig ot 4~ QIL}. Service Discovery
'i',*&l% ECS MH|A2| Task Instance?l MME|HA Serviced| M™M= DNS 0|22 2 Amazon Route 539
& 539 o|F ©[&3%t Load BalancingZ M|&dt= Aot 28 E=fjHo| oot Rop 3 |0l
SEfOl mEr ME|ADE REHY ZAEEHEtE Route 53 TAY FHO| EA HEHZ ox|54c|§
VPCUE9 N 2 MH|AS MEHE I|&2= DNSE HZO| =L Route 532 Namespace, Task IPH A
HR2E  EY P+ ZEH SRV 2| 2ZEE M50 Service| AZE

ECS =8 714 84

- Namespace - U|YATojAL EzjmS 2tQES A =09l O|E(%|: internal, local, corp)2
X|gottt. YUALO|AE A2 HM Jt55HH| L E|OfOF o= MH|A 2H9| =& FA|o|H.

- Service - MH|AL LQIABo|A oo EgHE O4ZAO|MOl Setolch MH|Aos A
QAR A (Task)7} EH5|of QIct,

 Task - Kubernetes?| PodzZ FAISH Object2 HYU L& E4749 Contalne £ StH2| Instance®2
J 595t &2|5tH Container Instance?] Image / &3 A% / Entry Pointg & A% 4+ QUL
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Amazon ECS
Service
Discovery

l waorker.corp '
autoscaling group

het
Gateway |

| backend.corp
Application autoscallng group

Load b — —
| Balancer |

l user.corp l
autoscaling group

Amazon

T Route 53
ENI i
—_—— —— . Py Reagistry

l Public Subnets J

l auth.corp l
autoscaling group

— 1 — —

\\ Private Subnet /

\ Microservices Weh App VPC /

Figure 13. ECS Service Discovery &k

Container EYHE H EY &

LENAS| 2 4rATt 2% 24 352 S48 W2ioiT e 2oy,

Container &3 I L/BX| Instance nk ;IS H \olume
N/WE A CEY: A%
Kubernetes = gt ts Service X XA XA
7|4 L/BX| ¥
EKS VPCY S4lI  Service, X X< X
ELBHA
Docker 2|4t  ECS VPC Y &Al  ELB, Service X|¥(Service X|¥(Service X|Y (EFS)
(VPC N/W  Discovery Replica=1)  Discovery)
e X

2.2.2. LENA Server §3it] S Al

# 5’80l tef Container 232 LENA Serverfa B2 X9 7158 2EEA2 S 20

Copyright© LG CNS. All rights reserved. 13



Installation Chapter 2. Architecture Z3gAtgt

Container &Yg&t% WEB Server WAS Session Manager
Server

Kubernetes et Container Container Container Container

2|t (statefulset),  (statefulset),
VM/Host VM/Host

Docker 2|4t ECS Container Container VM, Container VM, Container

2.3. 35 1E{rE

CHg2 Server Rl A|GOl FEHOZ N2fsfof & R A0|Th,

2.3.1.0S

LENA Image ?| &2 &2 33 Z+2 OSE A3t o= LENA Image EA| AF2E&|= Base Image©|t.

LENA Image *| & OS LENA Image?| Base Image
Cent OS 7 centos:/
Ubuntu 22:04 ubuntu:22.04

Rocky 8, Debian & Et OSE A28 HFAE LENA ?|=X|¥2 SdHA Base ImageE
A4 g3 OF BhCt.
2.3.2. JDK

LENA Image€ ?|&22 0S?|& JDK 1.8 / 11 / 17 (yum / apt-get2 & dX|) £ Adopt Open JDK
1.82 AX AHEH. 2% Ii7|X| ¥ #F¥H+= Had 25
(00 M x| o 3] x| JAVA_HOME

Cent OS 7 * java-1.8.0-openjdk-devel x86_64 + /usr/lib/jvm/java
* java-11-openjdk-develx86_64

Ubuntu 22.04 + openjdk-11-jdk + /usr/lib/jvm/java-11-openjdk-
+ openjdk-17-jdk amd64

+ /usr/lib/jvm/java-17-openjdk-
amd64

$JAVA_HOME At 22 2F Server®| envsh (manager? Z$ env-managersh),
0 LENA MX| HE (${LENA_HOME}/etc/info/java-home.info)ol| 2| XHEO QoaZ
JDK MM X|A|ofl& $JAVA_HOMEY]| StE 2 J|& Y HE 70| LA,
2.3.3. Aldl User

LENA Image 7|& A9 Usert ‘root’ O[Ch 0|5 $Z5t 1} sh Z@ LENA ImageS #1%5to{oF otof
LENA 2| &%/ 22 235t0] H75{%1oF g,

Copyright© LG CNS. All rights reserved. 14
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2.3.4. Library

LENA2] Image®| d%|%|°f /= Library= H&2 2.

Library & OS'E M &9 X &Server

net-tools wgets N/W 228 (S8HE) (35H8)

hostname Hostname &¢Ql & CentOS (35XM2)

initscript Service (Daemon) #+&  CentOS (EXM2)
&

procps Process & R 22/E]  CentOS (55x8)

unzip Server H3mt (5&H8) (5&5H8)
Y=olH &

file File 3 H28 (ZEHR) (25H8)

curl o 2t 2 Ubuntu / Debian (55x8)

cronie-noanacron Crontab & & CentOS (ZEXE)

libxml2-utils XML Validation & Debian (3EH8)
(License e
Validation)

locales Locale 874 & Ubuntu / Debian (TEHE)

libapr1 Web Server At Ubuntu / Debian (ZEHE)
Library

libaprutil1 Web Server At Ubuntu / Debian (ZEME)
Library

tzdata Time Zone 47 Ubuntu / Debian (35H8)

openssl Web / WAS A& (ZEHE) (25x8)
Library

awscli Manager%| A EKS APl (35X &) Manager
sz 8

pip

2.4, Server 3% 1 2{Algt - Manager

241 H|XE
Manager®| H{Z Container £= VM/Host HHE 25 Jt5otn, & WA HME517| 5t H|AASS
ChEoh 20t

1. 2 Domain £= IP & ¢
Container®|| MX|= Server?} MM ml/2to|MA TR ZE 9 DUEY HMEHE £AMstOZ2 X9
ME|AE YoM HEZG/MYE T DFH FAZ AMH| AL E|Ofof 3

2. Server — Manager 2t N/WE 4!
Manager CH2 2 E AH|A AFE 2 BUEY Y M3 S % T4y SA0| BR J|g 4%y )|FoR

Copyright© LG CNS. All rights reserved. 15
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TCP Port 7700, UDP / TCP Port 16100 ‘d49°| 3-8 &|0{of &t

3. Persistent Volume

Containerd| EX|E Manager? A% M7|& Zo= MH|A AXHE HIot2| #4sH DB, MHFE,
DUHE GO &2 XHT £+ Q= 2 & Volume©| ZR. NFS, EBS Disk, Local Node Disks& 22735t

o
Persistent VolumeZ& &2 3t1, Manager Container®|| &st0] A&

4. Instance ¥&/4 &%
Manager?] Instances= AH|A HA2M HZS Yol Instance Y&/ EXHrotof stct AdE VM
/HostE 2|2X™Moz g2MS HIY It Container& Ao A= Kubernetes? StatefulSetX =
Q44 B WAC 2 HIEE|ofof 3

(e[}
-
al

g

H XA Hep(HR) A
Container Hj & * Persistent Volume
- Server — Manager 2t N/W S4I(TCP Port 7700, UDP/TCP Port
16100)

VM/Host AX| - Server — Manager 2t N/W E4I(TCP Port 7700, UDP/TCP Port
16100)

- DY B9l £ 1Y P UY

2.4.2. A
Manager ServerS 2F5t7| YA LR A2 Ch21p 200}
Memory

Manager Server?] Heap Memory Sizex %4 512MbyteE ERE 511 Imageff= H31 Z0o| 2|2

30| 5o 9k,
* Heap Memory : 1024 Mbyte
* Metaspace Memory : 256 Mbyte
Ol WSt} ot ChS BAW 4T HYsto] X BiCt
* LENA_JVM_HEAP_SIZE
« LENA_JVM_METASPACE_SIZE

Of 87 #149| 2rS MByteT 0|0 HHE A| £Xt+'m’ SE[Q| ZOH (0f : 1024m) Ao 2
X =|o1oF Ttht. 30| 22X ofE HEE K F=H.

Disk

LENA Image ?|&22 AR5 = Image 372|= 2 1,000 MbyteZ ©[&= OS + JDK + LENA + Library2]
SO 2 Image?| 4 Layer 8K L85t 8FO|T}

o9 FotMo= 2{sof & Disk&H2 1) Manager Log ItY 22} 2) Repository (DB 2
AKX A) O|Ct. Manager9|M AtfE|&= Repository 2] Y%= ${LENA_HOME}/repository©|1, 5GB
NEo| 8HS ER= ity 121, Containerd AX|2 FR& ©| Repository& Persistent Volumed||

Copyright© LG CNS. All rights reserved. 16
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HZ 5t Container?| £0f| X{%}5to{of 3trt,

Manager©|A| AF2%|= Repository 2 @X|= ${LENA_HOME}/repository©|i

o Container XM7|SA%= e HIO[E2] X|&dS 5 Containerd| HEX[H Fol=
Persistent Volume®]| ¢1Z25}0] Container2 &0 X %ts57| 2 M 5tCt,
243 . MH
HEY3
1 YEYT R
Managere BtEA| 21X Domain £ IP A& SEo10{0f STt (2 A H{E EX)
2. NH|A X E
Manager®| MH|A XE &= Crg 2t 20| P& o] QI
o Http (TCP) Port 7700: 5&t#2] MH|A 3 Rest API MH|A X5
o UDP Port 16100: 2 LE{& C|o|E{ 4F!
o TCP Port 16100: Thread / Service Dump E|O|&{ M4/ / +%
ZELE= LENA Manager Image©| &[0 1, HAHES St St HL
LENA Image YHAECH= Container?| 2|& AN Ao W2} Port Mappings
HES A3 Hilsi.
0 LENA Manager?| Service ZE ®HAZ2 E} Server2t?] ¢ Port HAES 2|0|5HH,
HAAOS ASEO] i BE Serverd] M WH/ MAXS WAZ ict
#3us
Manager Container®f| & 5%t =2 A3H>= O30 20
SPH, ad 212 o 3
s
LENA_JVM_HEAP_SIZE * Heap Memory 37| X|3 1024m @)
LENA_JVM_METASPAC = - Metaspace Memory37| 256m ©)
E_SIZE
LENA_MANAGER_DO + Domain Name &/d35} 6| & Y @)
MAIN_ENABLED .Y IS N
LENA_MANAGER_ADD - 282 LEE+= (Server£°| QlAlgtE) O
RESS Manager =24
« @A IP / DomainZ _+_ : JL1|:|IJL zE
o:||) Kubernetes?| AL : Service Domain
JAVA_DOMAIN_CACHE « Domain &4 Cache A|2FH(X) 3 @)

_TTL
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#PL

LENA_SERVER_TYPE

LENA_HOME

LENA_JVM_OPTIONS

LENA_USER

LENA_USER_GROUP

Directory X

LENA Image ?|& 7|2

Cja 2y

(${LENA_HOME} 5t91)

bin
depot
etc
license

logs
L lena-manager

modules
L lena-manager

repository

L backup

L config

L container

L database
Llicense
LmonitoringDB
L resource

L template

tmp

Log & Dump &%

Log &

M
=2

3

* Server §9

» LENA ZX[{%|

« A2 XF¥ol JVM OPTION

* Manager 2|39 A& OS AHE XA

* Manager 7|50 AH&Z OS AF&X1E

JAVA_DOMAIN_CACHE_TTL
${JAVA_HOME}/jre/lib/security/java.security TS| networkaddress.cachettl 2t
HA IO,

! Dumpe Standard Out / Error2 £

240|
HA

MX| & %X|= '/usr/local/lena’ ©|1, 1 &Y F#

*
29

Manager®] Start/Stop scripts
HAX|E YTt Local Repository
J|Ef Ot FE 3 A o
License JEE 2|5t YU EZ

23 I ME A Home
Manager Logmt X %&2A

LENA X|& 22| X% Home

Chapter 2. Architecture Z%gAtg

q

-]
[

7k
HA

manager

/usr/local/l
ena

ro

ro

ot

ot

o
BEEUS

cHg 2t

2F
E

lena-manager Ao Q3 FEO| YX|5t=

Managert|©|E{ X% 4 Home
Q{5 0] Ef F{X}
Manager MEHE M2
Container *E“E;"Ejﬂ MY
Manager H|O|E{H|O| A X7 A
2ol A Tl Hg4
BYEY H|o[8 %A
Resource @ =2E I M&A
Server A7 Template X%

AN f )
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ct.

A=

H| 2

NMrE
ojroX

X

X

O

O

O

Al

Container9j| A

o5 =&

H

A&

= 'console’ YAt File2 FH3t= 'file' YA0| X|HE L,
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SHHHA 'LOG_OUTPUT_TYPE'2] 2+ 'console' L 'file'2 M% 3t 2 A

M
(1}
T
-

njo

[Ral

rid
a

1>
<}

0

1. Console &
UYMO 2 Container E7Z0j|M To| 85| = gAMoLt Manager?| Application Log, Access Log, GC
LogE E 5 Standard Out2 2 =3t Dockerd| A% %E Log Driverd| 2|3 Node(Host)2] X7 %|
(P12 : /var/lib/docker/containers/[container-id]/[container-id]-json.log)°fl X &&= A4 FluentD2}
22 Log Aggregatorol s 47 / H3sto] S 22S & 4 9ic

Eu

2 Y &3
Il £ M Al Log 2 Dump T2 ${LENA_HOME}/logs/lena-managerd}t{ 9| Daily Rolling
YACZ MFEHN MYE T2 2|2 A0 Tep E 7|5 HX30Y ol FobE LogmbdE Y
AFX|BHTY
= [
O A2 Manager?t VM/Host oM 2F= 2 Manager LogE B2 +H5HX| Y= #FM
P8 4 lct.

Health Check

Health Check+= Kubernetes& ?|Z=2 2 AHSHT}

Health CheckE ?|5A| Container®] MH|A FH|HEE HEHSHE 1) Readiness Probe2t 28%F {4 X<l
MH|A {EE H|A5t= 2) Liveness Probe, 12|11 Application A|Xt{ & E TH5H=3) Startup Probe?t
ojct

M -

78 8=

Readiness (Probe) 2|5 AH, HE|o|UHot R3S X2 =H|Tt
SHEX| o F

Liveness (Probe) SHAHE, HEHOIU HA A FAX| &

Startup (Probe) AE[o|LH L] of F2f7]|of 40| AEE| =% AF

Check A (Action)ofl= tf& 37X f3o| ULt

T2 (Action) A

TCP Socket (TCPSocketAction) Port EAl 5 2 Health Check

Http URL Query (HTTPGetAction) URL & ZH I E 2 Health Check

Exec A&l (ExecAction) Container W 52| &0 Maio 2 Health Check

ManagerZ Health Check st HAl2 URL M3 HAZ AE35HH, Readiness?t Liveness ProbeE
oIt 7| YL Tt 2
1. Readiness Check
o httpGet : path /lena, port 7700
O initialDelaySeconds : 5
O periodSeconds : 5
2. Liveness Check
o httpGet : path /lena, port 7700
o initialDelaySeconds : 20

O periodSeconds : 5
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2.5. Server §9¥ 112{A}gt - Session Server

2.5.1. H{Z

Session Server?] H{E = Container == VM/Host HiEZ E5 Jt55tn, & HAS M350 ot

HfATE L T T 2T

1. 2% Domain = IP 4 Ttd
Session Server = 2719 Container 9| Cluster 2 FM =T} 2F Session Server= ACHM Session
Server 2 Domain / IPE Mirror Server MEZ QIAI5I0 Session HEE TI|8 stEZ, X|&=Ql
MEIAE oM HEY /MY S Tole 2P FL 2 ME|ADt E[O{0F Tt

2. Instance &4 &%
Session?| Instance= AMH|A AL Hg& Y3} Instance FL4-S B X8FOrOF T} AHE VM /Host=
JlexMog HE2ME HISHX|DH ContainerZ 9| M= Kubernetes?] StatefulSetxz& FH2MES
25t 44 O 2 B Z | ofof o

HE A HH(LR) A

Container H{{ X DY EOQI = 1Y IP S
X

VM/Host Ad%| P EHQIEE I IP T

2.5.2. NS
Session Server2 2F5t7| QoA TR SH AQFL Cp2 1t 2ot
Memory

Session Server?] Heap Memory Size= Z2A 1024MbyteE ZRE 311 Imagefl|l= ©32 29| 7|2
70| gof girt.

* Heap Memory : 1024 Mbyte
Ol WSt ot CHS BAW 4T HFsto] X BiCt
* LENA_JVM_HEAP_SIZE

9 Bt #49| 22 MByteT™ 0|0 BHEA| £Xt+'m’ HEHQ| ZoH (0 1 1024m) YA 22
X| QY= ofoF tet. Eofo] S UX| 5tTH HM-BEX| S

Disk

LENA Image ?|£2 2 AR5 Image 32| 2F 800 MbyteZ O] OS + JDK
LENA + Library?| %2 = Image?| ¢ Layer 7K L33t 83F0|C,

219 It o2 12{5[{of T Disk-2F 2 Session Server Log I} O|Lf,

4y
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YEY3

1. HEY3 =4
Session Server= YtEA| 2™ Domai

nE= =
3! Secondary Session Server®| A Y= FA 2 Session

2 MHA ZE

Session Server?| MH|A ZE = Ch24F 2H0| I HE| O] QIC}

o Http (TCP) Port 5180* : Session £3| 3 2| XTE
9 TEL LENA Image®| IHEO Qi1 HA

o
=
Container?| 7|2 2% A0l ©=f Port Mappings HE Y

Session Server®| Service ZE HZAL
HEAM = A5 U= 2= Serverd] 4

rEwn

Chapter 2. Architecture Z%gAtg

erver2t?] ¥ Port HAEZ

2/ N BRE Ut

Session Container9|| M & Jt5

LENA_JVM_HEAP_SIZE

LENA_MANAGER_ADD
RESS

LENA_CONFIG_TEMPL
ATE_ID

JAVA_DOMAIN_CACHE
_TTL

LENA_SESSION_O_AD
DRESS

LENA_SESSION_1_AD
DRESS

LENA_SECONDARY_SE
SSION_NO

LENA_SESSION_EXPIR
E_SEC

LENA_CONFIG_SHARE
_SESSION

3 212

+ Heap Memory 37| X|73

F YRR EEEHE

+ Secondary

+ Session Bt& A|ZtH(X)

o FR BPHLE O3 2T,

1024m

(Server£°0| QIAlISHE)

Manager =24

-+ PAl:IP / DomainE4 : MH[A ZE

o|) Kubernetes?] A2 : Service Domain

+ Service Cluster @ : Revision No

« Domain 34 Cache A|2F (%) 0

* Primary Session M F24, StatefulSet’d gt

2| | 0{of 3t

£

Session M H A,

StatefulSetd X 7} x| |ofof &t

+ LENA_SESSION_O_ADDRESS /

LENA_SESSION_1_ADDRESS % mirror A{H{ 2
AEE BE A (0,1 2 U™ 7ts)

1800

« Application Zf Session 39§ N

n g 1 1 —
SV EE N2 58
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#yHs a3 g Wy
’t's
LENA_SERVER_TYPE * Server §9 session X
LENA_HOME - LENA A% 9J%| (MHEXE) X
« 7|2 ZF: /usr/local/lena
LENA_SERVER_HOME « Session Server M X| %] (MH=rx) X
« 7|2 ZF: /usr/local/lena/server/sessionServer
LOG_OUTPUT_TYPE - 27 &3 HA (file/console) console @)
LENA_AGENT_RUN - LENA Agent 7| 50f& N O
LENA_USER + Manager 2|59 AF&3 OS A+EXHA|1%d root O
LENA_USER_GROUP * Manager ?| 59| At&% OS A X OF root O
JAVA_DOMAIN_CACHE_TTL o| ML oS Al
o ${JAVA_HOME}/jre/lib/security/java.security I+22| networkaddress.cacheittl 2t
HY T,
Directory #+Z
LENA Image ?|& 2|2 MX| X|+& ‘Jusr/local/lena’ ©|11, 1 5t FX+&= of21t 2}
Cj £ 2y EL: B2
(${LENA_HOME} 5t9)
bin Session Server2| Start/Stop scripts OjAHE
depot AX|E 93t Local Repository O|ArE
etc J|Ef BlE 2 2 4 TR
license LicenseE &e|st= CHlE g
modules LENA ¥l5 259 X&A Home
servers/sessionServer Session Server A X| ¢ X| (${LENA_SERVER_HOME})
Llib Session Server Library X% A
Llogs Log oY X &4
tmp QA Cj2l & 2
Log

Session Server= File Log S0 X|g3tct £2QX|= ${LENA_SERVER_HOME}/logs 4 E2|O|H
oAU A2 |ena-sessionServer-YYYYMMDD.log 2 2 0¥ Log T}UO| 4/ g =Tt
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Health Check

H

ealth Check?| 7|2 &2 & &4 Manger Health Check £ &2 T XSt}

Kubernetes ?|Z& Session ServerE Health Check ot= A2 Command Exec (ExecAction) tAlo|Oy,
${LENA_SERVER_HOME}/ health.sh& & &35t}

1

. Readiness Check
o exec : ${LENA_SERVER_HOME}/ health.sh
O initialDelaySeconds : 20

2. Liveness Check

o exec : ${LENA_SERVER_HOME}/ health.sh
O initialDelaySeconds : 30

O periodSeconds : 5

2.6. Server §9i¥ n2{Atsk - WAS

2.6.1. H{ X

WAS+E Container®|| BHEZE|H, M0 W2} Container S21Z (Kubernetes, ECSE)0f| &

ne
kR
rir
i
4
I

Instance?f 5A|of| H{ZZ=IC},

1.

Service A&

WASE /& 2I19| Container2 H{EE| D 0|2 2 &Lt Front-EndO]| Servicedt?| YafiM= oF THoj|
L/BEES +StE ServiceS HIX[SH 10| YEHHQI ®fAo|Ct Kubernetes® ZH-20le
Node9| £% Port2 Mu|ASt: NodePort, /% L/BE Z83t: LoadBalancer, L 2
X4t Clusterlpe] MH|A {HO| HZEHL I2H, ECSY FRO= ALBE X%gst= LA U
AFHOj| Applicationg ©Of 3t HEA © 2 Service3tX| AP A% 0| T Q 5},

2. Instance 4= (Replica)

T ServiceE St= F3MQ WASS| &= £510f| et JFHXNO|L, £7| I|F58l{of & Instance +E
APHo| 7ol 5to, B 2o Brdsto{of StLt.

3. Service Mapping

ECSe| A9 = Serviceo|| A 2 L/BE X[ HT = U X|T, Kubernetes®] ZHL9|= Key-Valuez2 ¥2J
H labelZ ?|Z2 2 Mapping 2 g2 59 Service2t O HTL}, HX| A AR MojlN 51, &HO
M2J5t Mapping 7|52 42ot0f HIE M3oj| 8tefs{o{of Siey.

2.6.2. MF

WASE 299517| isi M LR YL tha 2,

Memory

WASS| Heap Memory Size= %2 512MbyteE LR 2 t1 Image®|= CH23t ZHo| J|2 AMXo| g|of
olct
M -

* Heap Memory : 1024 Mbyte
* Metaspace Memory : 128 Mbyte

ol WYX BT TS HAYHAS WSO £ Tt

* LENA_JVM_HEAP_SIZE
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* LENA_JVM_METASPACE_SIZE

Q| 3+ 49| 2Fe MByteT 0|0 HFEX| £Xt+'m’ HEHQ| IO (0] : 1024m) HAoZ
X7g=[ofoF ott. 80| =L X| 5tH HEE X F=H.

Disk

LENA Image ?|&22 AL+ Image 27| 2F 900 MbyteZ ©|= OS + JDK + LENA + Library2]
EYUO 2 Image?| 4 Layer VK| L a5t 8FO[T}.

S0 WRE ZJMQl Diskt Log® WY WACE XY 0f Log@%Z Application AA T
(Artifact)e] &&= 112{5t0] Lot

2.6.3. 4%

HEY3

1. HEYA =2
WASS| HEHYI A= EHTE HeFo| STt N/W/EO| A Manager?} Session Serverg& S HX| £ 5=
CHISE S JHSSHEE B R[SHOF ST,

2. MH|A ZE
WASS] MH| A EE & Chg T 20| THEOf Lt
O HTTP AH|A Port: 8180

A ZE+= LENA Image®f| D=0 U1, fF MH|A HFS o
Container?| 7|2 Apof| 2} Port HEQIY M-S Soff HAS HS Husth

WAS Container®| M2 7}53%t =8 #AHLE= Oh21} 20

#Fu4 ek a3
s

LENA_SERVICE_PORT - WAS MH|A Port 8180 o

LENA_JVM_HEAP_SIZE - Heap Memory 37| X% 1024m O

LENA_JVM_METASPAC = - Metaspace Memory37| 128m ©)

E_SIZE

LENA_JVM_OPTIONS - AL X} 2| JVM OPTION o

LENA_MANAGER_ADD - Manager =24 o

RESS . &AL P / DomainE4 : MH|A BE

LENA_MANAGER_MO - Manager 2 4E{3 Port Y& 16100 O

NITORING_PORT

LENA_MANAGER_KEY -+ Manager Open AP| ¥4 E2 o
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#PL

LENA_CONFIG_TEMPL
ATE_DOWNLOAD

LENA_CONFIG_TEMPL
ATE_ID

LENA_LICENSE_DOWN
LOAD_URL

LENA_CONTRACT_CO
DE

JAVA_DOMAIN_CACHE
_TTL
LOG_OUTPUT_TYPE

LENA_LOG_OUTPUT_DI
R

LENA_DUMP_OUTPUT_
DIR
LENA_SERVER_TYPE

LENA_HOME

LENA_SERVER_HOME

LENA_SERVICE_ENDP
OINT

LENA_AGENT_RUN

LENA_USER

LENA_USER_GROUP

29

- Manager2 26| 4% I} 22 E of=

i . | -
© 5182 Y EEN

o
Yo

- 8% Y I
£

« Al - Service Cluster &:Revision HE

* License T+ 2E URL

. Ol2q2F
H T eA

manager e
HOlicensett&2E URI

* License¥g2t HHAE Ao Ic=z &

Ztol
HA O

« Domain £ Cache A2 (%)

* Server %

« LENA MX| Home

« 2t : /usr/local/lena

+ LENA Mt 45| 9%

+ 2t /usr/local/lena/servers/appServer

+ WAS?} 48t MH| 20| 2

« LENA Agent ?| 59 &

+ Manager 7| 50| At&% 0S AL XHA|

* Manager 7|50 AH&2 OS AF&X1E
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e 2

manager

console

/usr/local/l
ena/server
s/appServ
er/logs

WAS

root

root

NMrE

ojroX

O

O

O

O
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#PL

LENA_HEALTH_CHECK

LENA_HEALTH_CHECK
_WAS_URL

LENA_HEALTH_CHECK
_INITIAL_DELAY _MILLI
SEC

LENA_HEALTH_CHECK
_TIMEOUT_MILLISEC

LENA_HEALTH_CHECK
_FAILURE_THRESHOLD

LENA_HEALTH_CHECK
_TERM_EXECUTION

LENA_HEALTH_CHECK
_TERM_EXECUTION_S
CRIPT

LENA_HEALTH_CHECK
_TERM_EXECUTION_IN
TERVAL

- LENA_CONFIG_TEMPLATE_ID: Revision &= M2Itsatn,

.l
29

* Health Check 3£

+ Health Check & H|0|X| H &

Chapter 2. Architecture Z%gAtg

* LENA Agent ?|& ©|% Health Check A|ZHH

Ch2| M2, Server 2| SA12HS BHasto]| 9fgt

+ Health Check 2% Timeout

+ Health Check AT Q13| x|

* Health Check AHI{ UAIX| XIfA, &

L4015

o

* Health Check AI§ QUA|IX| EIpA|,
script &

I
s
[18%

i[>
N)a
18%

+ Health Check A QA|X| ZItA|, T2

25 27|

Revision & 2E =}

- LENA_CONTRACT_CODE: License 9&%] |30 AtRE D, of 2to] QI otX|
ZQ 2ol TR R E} F AT,

o + JAVA_DOMAIN_CACHE_TTL: 0| el

${JAVA_HOME}/jre/lib/security/java.security Tt 2| networkaddress.cache.ttl Zf&
HY T,

—

* LOG_OUTPUT_TYPE: Server MM HR=2E HEA HREE St H o9

LogX%0| HgHct,

Directory #+%

LENA Image ?|& 7| & MX| X|= ‘/usr/local/lena’ 0|1, 1 3t F X &= TS

CjaE 2y
(${LENA_HOME} 3I9)

bin
depot

etc

*
29

Node Agent?| Start/Stop scripts
AX|E Tt Local Repository

|t olet B g T
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A

o
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CjaE 2y
(${LENA_HOME]} 3} 9)

license

logs

modules

L lena-agent
servers/webServer
Lbin

Lconf
Ldumps

L hook

Llib

Llogs

Ltemp

L webapps

L work

tmp

Log & Dump &3

*
29

License Y2 E H2|st= HHE=
LENA 28 21 I ML
LENA M3 259 M% 2L Home
Node Agent A 30| RSt 2-50| Y|X|5t= 3
Server %] Home, ${LENA_SERVER_HOME}
Server Start / Stop / #&| &
Server MY E X4
Dump T X4
Life-Cycle Hook Shell T+ X%
Server M3l |ibrary X%

Log THY M4

218 A g2

7|2 Application Deployment O3l E 2]

A
(18
oo

JSP Servlet & A A I AHml ADf XA

LENA 22§ 2A| i E2)
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H| 2

OjAF-E

Aol Script XA

Log= Standard Out / Error2 &35t ‘console’ YAl File2 S 5tE file' A0 XYL, SHHHS
LOG_OUTPUT_TYPE'Q] Zt& ‘console’ £ file'z2 M™ dto 2 A SHHEIAIS MSH5H 4 QIC}

1. Console &
°'HPI'|°E Contalner AN FHo| HEE|= WAO|L Server?| Application Log, Access Log, GC
LogE 2% Standard Oute 2 Z=3HCt Dockerd| A% %E Log Driverd| 23| Node(Host)2] X% %]
(Docker?] 2|2 Log It % : /var/llb/docker/contalners/[container—id]/[container id]-json.log)o|
X757t FluentD2t 262 Log Aggregator] 2/3 473 / H4sto] S22 2 4 QUC.

O d =
2. IL|-0| =‘=E=I

ol %Eﬂ. M A Loglﬂr?g' 2! Dump Y2 ${LENA_HOME}/servers/appServer/logs 4 E 2| 510
I|'_|-O

2+ Log U2 logrotatedHoj| 9|3l Daily rolling £

£35 Log Y| W 53 TS of2f Eet 2t

Access Log

GC Log
Application Log
O Logf¥E2 Gue

st
I 7|¢ LogEs 28
EFK StackS)2 /49

0S9]
A
o
L AH
—

&% 9%

access_appServer_${HOSTNAME}.log

gc_appServer_${HOSTNAME}.log

appServer_lena-${HOSTNAME}.out.log

IEJ logrotate©]| 2J3l| 0 Rolling E .
_1 Log Aggregator&
x-lo|C.|- O|
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LogE +7He 40| Yrxiolct
DumpTLL Chg 9Ix|of AT

« Dump Home : ${LENA_HOME}/servers/appServer/dumps/ ${HOSTNAME}
${HOSTNAME} HH E 2| = 2| & Volume2 2 Dumpmt 2 XY e W Containers +&2 ¥
Dump S%% H% x| Cha Tt 2t

» Heap Dump : ${DUMP_HOME}/hdump

» Thread Dump : ${DUMP_HOME}/tdump
« Service Dump : ${DUMP_HOME}/sdump

re
Y
o
iul

Health Check
Health Check?] 7|& Y& &4 Manager Health Check 22 ZX3tC}.

U™ O 2 WASE Http GetYA 2 2 Health Check 3tX| Tt LENA WAS®2] 7| & Health Check®¥Al2 TCP
Port M|3YAlo2 MHEOl QITt O|& J|& LENA Image®| Business Application?t &XHE|X| QQf2|
mjE0|1, Biz Application®| H MEUZ BLo= T Application?] MH3t Http Get Health Check
M™E AUG|O|E ot2| & HI st N|-5 Kubernetes Manifest I 2|5 2|2 M. Cf22f 2Tt
1. Readiness Check

O TCPSocketAction : port 8180

o initialDelaySeconds : xx (Application E/40f| 2 HY L Q)

O timeoutSeconds : xx (Application £/40j| 2 HY Q)
2. Liveness Check

o TCPSocketAction : port 8180

o initialDelaySeconds : xx (Application £/40f| 2 HY L Q)

o periodSeconds : xx (Application EAJ0f| 2 EX T Q)

« LENA WASS] A2 Server?| M4t 7|5 Z0| Service Port?} Listen AEj=2 HA=IC}
o * Health Check& 9§t Pages Check?t d3otH HAMXMOZ MH|AJ HIZEHe=
Aoz WS EHE=, MH|A9 Back-end (% : Database)?tX| XX E

BCHe 4 Sl Paged M5O MEoP|S URBCE

Server Configuration #2|

Container®f WAS?} 7| S &/ & Hite Cha2t 2,

UHS © 2Server 4 WAS?} 9| SE|7| Ho| HGE|0{of 510, Y2 HBstE AHL 1) Base Image
E55tHL 2) Container?| s A| M9 BHY st B 3) Application Art|fact01| HEShot= HEAIO] QI
4 MG Yy 49 LENA
71519
Base Image®| £t Base Image M/dA|o| MEHEE O

COPY3t9 Image®]| Z 3t

Copyright© LG CNS. All rights reserved. 28



Installation Chapter 2. Architecture Z3gAtgt

%Y 48 YN 2% LENA
’lIs*I¥
| A|Hof| HHoY Container 7|34, 2| & O
RepositoryOf| A MY HEE
COPY
Application Artifactof| Z 3 Spring Boot® FRef O O
Application Artifact®| WAS(Embedded) & S3f X5

ServerAd™ NHEII kA3 O
E5tE|o] Application Artifact2]
TS} 3| X 8

LENA%| M= ManagerE 3 0|2] 2445t Server M X HE |mage BuildA|® 0|4}, Container?| 5 A| &
gtgst o+ 3, o5 Hdlj A= Application / WEB Server Container +/30|%d%|| Manager£ “2X|5}1,
Server A S TA5HCIof Bt O £ A3t o TS 2 Bt

CICD
Application ~ <Manager>
Build Config Template =3 & |[€------- .

Revision 44/g

Build A|E Config Template &S

ication
3

------------------------------------------------------------ Server Config 14 ----

Figure 14. Service Cluster 47 2t2] 2 Container 8% M &

LENA2] Server Cluster 7|52 ©|&3% Server? A2 0|8 F/d5tL, O] Image £+ 2|sAH9Y

g 5101 Of i},

Server 270l CH3t M| 71| = BEE NI EE 2EXFES FETH.

Container Image Build

LENAZ} Base ImageE& M|&5tX|Th Project / 228AF = = Architecture EZ9| 2|3l Base ImageE&
A& = M2 BuildS{of ot HQ b g & 3 it Archltecture S| A AT IO A LENA Image2)
HAHAE QL1 Image H2| HH / 7|F +=HO| HastL}.

22 4l 2 Base ImageE Builddl{of 5t= Q10|

« OS2t LENA ?|& H|-& Image2t S LX|
« LENA MX| X|2] HH (7| & : /usr/local/lena)

- &t Mg AARMQ Architecture EED LENA M5 2|2 Imaged| 2 X AXp7} BPHY 7ot
HotozL =7t

9] HQ0jl= LENAY|&X| ¥ £} Base ImageS XAl4d 5t01of SiCt.

Ozl o A2t 2o Ta F0| ERT F?, LENA ImageE &4 5t% Base ImageE *4’d(Build) Tt
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+ Application Artifact2| HliX|

« T Library MX|

* DK #H3 (°|& Imagedi|] F&O| HFH: =7 =
+ M3l Command Script 7

« J|Ef M8 AARIQ| Architecture EE2F LENA H|5 7|2 Image?] 2 UX| ARt 34 +HoUo=

fo‘ﬂ 75'—?—

o5t H2)

MH

AN M Jto|E= 2.2 M Base Image 4%

oL
el
Hr
njo
o2
A
re
Nul

Application H{ E
Container #d2t Server 0| M2l Application Artifact H{ZEO|| T3t BfAlS H& 1245t00 F Stot.
ProjectO| A H{ZE ™Xt7} A E|H, Kubernetes Deployment Manifesttt ECS2| Taskd 2| S A E HA0f
et 2785t oF oHtet.
WAS X0l A Application2 Deploymentst= BAI0| = Chg & I1X| 7} QIot,

Server #74 H{ I A Moy

7|2 Deployment Cj2l E2|0f| H{j I ${LENA_SERVER_HOME}/webapps®|| WA

DirectoryS S A}
&8 Application 70| T HiE ManagerS £3l 71 Application 4%

Application’d’d % 'DocBase’ ¥X|% WAR E=
DirectoryE S A}

Container #5042 Deployment Y42 t& F2tX| UL.
Container Hjj X HFAl Al
Z Container Image®]| At HH I gHAl Base Image®| Application ArtifactE =3 SAt/
EUI‘
Init Container &8 7|5 A|™ H{I HEAl Init Container®|| X {89 E£&H= Artifact £

e XMEA (Volume)o| Q= ArtifactE 2|
A|H0of| = Container9| E*r

2.7. Server 84 12{Ajst - Embedded WAS

2.7.1. HHE

Embedded WAS+ Container®| H{ZEZH, Mo W2t Container S Z (Kubernetes, ECSS)0| ©¥
EE= 5719 Instance?} & A[Of BT},

1. Service A&
Embedded WASE ©/24I42] Container2 H{EEL Ol 2]—'?’—'—’( Front-End®]| Serviced}?|
Hf’HH‘- & oo L/BY %% +W5t= ServiceE B X|St= j*OI 28N Ql BFAO|Tt Kubernetes?)

ol *"XIEJ Node®| £7 PortZ MH|ASt= NodePort, 2|§ L/BE #&5}= LoadBalancer, W&
_”H IPE X|¥3t= Clusterlp__| MH|A 980 HlZg D Qlon E So| Hoo|L ALBE X|Yste
HH"Ol oIC}. APHO| ApplicationS O3t HfAI O 2 Service®HX| AP A% 0| W Q 5fct
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2. Instance 4= (Replica)
@Y ServiceE ote 4702 Embedded WASS| & £3510| W2} JpAEO|L, =7 7| FofoF &
Instance “H=8 A0 42| 5t B H7YO §hEF 5t OF ShLf.

3. Service Mapping

ECS9| F20ll&= Servicedl M X7 L/BE XY 4 UX|T, Kubernetes®| F20f|l= Key-ValueZ %2
e labelg ?7|E22 Mapping £2 g2 5t0f Service2t DTt X AAR oM S5, 2F°
H2|3t Mapping 2| &2 +E5H] U2 2ol Btgstofof tct

2.7.2. MY

Embedded WASE 23t?2| Yol TRTFH AFFES T

olo
ic|
my
o

Memory

Embedded WAS2| Heap Memory Size= Z[& 512MbyteE TRZ St1 Imageffs Ha 20| 7|2
70| gof girt.

* Heap Memory : 1024 Mbyte
* Metaspace Memory : 128 Mbyte
o|Z HESH X OB T+ UAW S-S MO T it
« LENA_JVM_HEAP_SIZE
« LENA_JVM_METASPACE_SIZE

9§17 #40| 22 MBytetH9{0|0f #HEA| £X+'m’ HEHO] ZoH (o : 1024m) Y4 o2
X’ =] ofof sttt oo 2 UX| ofH MEE|X| =0

Disk

LENA Image ?|&22 AL+ Image 27| 2F 700 MbyteZ ©|= OS + JDK + LENA + Library2]

Y2 Imaged| J9 Layer §F7HX| et &I

I.
20| TWRTH EIPHYl Disks Loge: MY YACR XM Uf Log@¥U Application Ax T
(Artifact)®] 828 D2{sto] APHBHCE

2.7.3. 4%

HEHI

1. HEY3A =4
Embedded WASS| HEYI FAEs EESH H2Fo| gty N/WHYIA Manager?t Session ServerE
=X 2 ot HYY 4 s st F Y X| Sl OF SHH.

2. MH|A ZE
Embedded WASS| MH|A XE = Ch21F 2F0| T HE|Of QIC}

o HTTP MH|A Port : 8180
9] ZEL LENA Image®l| DHE0f I3, 9% MH| A HAS S0 5
Container?| 2| Aol w2} Port HtQlg 442 Soff Y 212 Hajich

#82

Embedded WAS Container®| & 7t53%t £ SA3HL-E= O3 20,
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#PL
LENA_SERVICE_PORT
LENA_JVM_HEAP_SIZE
LENA_JVM_METASPAC
E_SIZE

LENA_JVM_OPTIONS

LENA_MANAGER_ADD
RESS

LENA_MANAGER_MO
NITORING_PORT

LENA_CONFIG_TEMPL
ATE_ID

LENA_SPRING_PROFIL
ES_ACTIVE

LOG_OUTPUT_TYPE

LENA_LOG_OUTPUT_DI
R

LENA_SERVER_TYPE

LENA_HOME

LENA_SERVICE_ENDP
OINT

LENA_APP_FILE

LENA_APP_DIR

LENA_EXCEPTION_ALE
RT_ENABLE

o A

29

+ WAS MH| A Port

* Heap Memory 37| X|3

*+ Metaspace Memory37?|

« AREXF 2 JVM OPTION

« Manager &2

- Al |P/ DomainF4  MH|A ZE

+ Manager 24 E{&] Port J&

[
bal

§ T4 D

=
o

o
- YAl Service Cluster g

+ SPRING PROFILE

(PROFILE 4% £

AL +H sfore)

- LOG £8 73

- 5|8 3} : console EE& file

* Server §9

« LENA MX| Home

« 2t : /usr/local/lena

© WAS?} &5t Mu| 29 4

+ Application Jar o} &

+ Application Jar H=E2| ¥

- Exception &8 A| HE LXoE
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ol 2
8180
1024m

128m

16100

default

Aol

console

/usr/local/l
ena/logs

embedded

(28H=x)

D_L

/usr/local/l
ena

false

NMrE

ojroX

O

O

O

O

O

O
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#yHs a3 (RS Y
’ts
LENA_EXCEPTION_CL « X4 Exception Class HE ') 2 {7} @)
ASS_PATTERNS Class & |45t M™
LENA_EXCEPTION_EX « M|t Exception Class HE ' 2 {7} @)
CLUDE_CLASS_PATTE Class & HZ&s51q MH
RNS
LENA_FULLSTACK_HO « Exception 24 A| Full Stack Trace &+ & true O
OKED_EXCEPTION_EN
ABLE
LENA_STUCKTHREAD_ » Thread Stuck &AM A HEH 23 H false O
ALERT_ENABLE
LENA_OOM_ALERT_EN + Out Of Memory 2 Al HE HTAL true @)
ABLE
LENA_FULLGC_ALERT_ - Full GC &M A| HE 2ZXIoH false @)
ENABLE
LENA_REVERSE_TCP_C - Reverse TCP Connection & £3%t Manager true @)
ONNECTION_ENABLE AA A2 A8
LENA_CONFIG_SERVE + Spring Cloud Config ?|52 AME3tY Git O
R_URI Repository©|| A properties Et AS IS £
Ql= Config Server URI 4
+ O Z+2 M|IY3IH bootstrap.properties LFUY|
URI F2&2t serverlena.config.enabled 32f°|
true2 Mg
Directory #+%
LENA Image ?|& 2|2 MX| YX|= /usr/local/lena’ ©|1, 1 5t FE+= B2 20
CjaE 2| L u 2
(${LENA_HOME} 5I¥)
logs LENA 2|8 21 T Hgi
etc/info Image Build J& o+ X% A
Log & Dump £
Loge Standard Out / Error2 &35} ‘console’ YAl File2 S 5tE file' YAIO| X[, SHHHS
‘LOG_OUTPUT_TYPE'Q] 2t& ‘console’ £ &= file'2 M™ 3to 2 M SHHIAIS ME5H 4 QICH

1. Console &
°“='f1'|0§ Container AN FHo| H2E|= WAOIL Server?| Application Log, Access Log, GC
LogE 2% Standard Oute & E*UHU(. Docker%| 74 %= Log Driver9| 2|3 Node(Host)2] x| %]
(Docker?| 2|2 Log It X% : /var/llb/docker/contalners/[container—id]/[container id]-json.log)of|
X4 HLt FluentD2t 22 Log Aggregator®| oI5 &% / Xfstol Se#e| S o & ot
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2 Y =3
mel =3 M3 A Logllfo' 2! Dump T2 ${LENA_HOME}/servers/appServer/logs |2l E 2| 512{9|
mal 2 IHDEI_TL f Log Et°' 2 logrotate’d 49| 2|5l Daily rolling E .
E85= Log Y —l 7YY 3 U2 ofsl B 20t

Log #+3 =9 A=

Access Log access_appServer_${HOSTNAME}.log

GC Log gc_appServer_${HOSTNAME}.log

Application Log appServer_lena-${HOSTNAME}.out.log

2 Guest 0SY| A %|= logrotate®]| 2|3{ 0 Rolling E .
o jlt'f L gE E8HY 4%, Hé" 9| Log Aggregatorg &dll LogE +% / £33t Logte| Stack (ELK,

Zo| dt™o|T} o|& Yol A= Fluent-Bitzt ?E*ESide—car Containerg& 7|5t

—

-

= A [ o
Log& +sHE 0| LstEo]

DumpId 2 g X0 “4’d &

+ Dump Home : ${LENA_HOME}/servers/appServer/dumps/ ${HOSTNAME}
${HOSTNAME} & E 2| = 2 H Volume2 2 DumpItY 2 XX 3t W Container 122 9
Dump R¥E M Hx|l= Ha3d 24

+ Heap Dump : ${DUMP_HOME}/hdump

» Thread Dump : ${DUMP_HOME}/tdump
- Service Dump : ${DUMP_HOME}/sdump

ro
=Y
o
ul

Health Check
Health Check?| 2|2 W& 2FA Manager Health Check £ &2 & XSt}

AerM o 2 WAS+E Http GetA S 2 Health Check 3FX|2F LENA WAS?S| 7|2 Health Check¥Al2 TCP
Port M|AAloZ MHEof QICt o= J|2 LENA Image®| Business Application?} EXHE|X| Q4Qt7|
20|22, Biz Application®| BIEUS HALO= oiE Application?] XSt Http Get Health Check
A E YHCIE ot7| & M. M5 Kubernetes Manifest It 2| & 2|2 472 HZ4 20
1. Readiness Check

o0 TCPSocketAction : port 8180

o initialDelaySeconds : xx (Application /30 It2 HY Q)

o timeoutSeconds : xx (Application £/40| & HY TQR)
2. Liveness Check

o TCPSocketAction : port 8180

o initialDelaySeconds : xx (Application E/40f| 2 3 L)

o periodSeconds : xx (Application £/40f| 2 2 Q)

« LENA WAS2| HL Server?] M4F 7|5 &9 Service Port?} Listen 4B 2 HHA =T},

=
o -Health CheckZ 9|3t Paget Check?t MZ5tH HAKOZ MH|AJ} HZEs
oz WHSH| EHEZ, MH|A9 Back-end (% : Database)?tX| HHXQIX|E

i 4 9L PageZ MY5lo X 851712 M1t
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Container Image Build

LENAZ} Base Image& J(1|—'—f7f7(|':'f Project [/ DA H™M E= Architecture 39| 2|3l Base Image&
A2 £ MAZ Builddf{of ot HQoF Al ok 4 Qlct Archltecture O A A 10| A LENA Image2]
HHHHE &QUStL, Image H2| FH / 7|& +HO| WRsL

[ - =

Ct2-2 A2 Base ImageZ Builddliof 5t= 4QI0|ct.

« OS2t LENA 2|2 H|& Image2t L X|

« LENA MX| & X|2] HH (2| & : /usr/local/lena)

- 215 HE AMAHS Architecture EE2 LENA X5 2|& Image?| 22X AX2L &2 +Hot=
soto Rl EoE

A -
9| Z20ll LENA?| & XY 53 Base ImageS A48 shofof #Het.
ot} ofjA|ef 2o TE HFo| R F?, LENA ImageE d435t0] Base Images “4/d(Build)eHet.

- Application Artifact2] Hf{X|
- =9 Library AX%|

- IDK 3 (P|F Imagedi|9| FYO| 3+ +8 +& °l5t2 F?)
+ A3l Command Script 7%
- J|E} M8 AAHI9| Architecture EZ1} LENA X3 7|2 Image?] 2UX| HXPI ALY £Hato =
7#%‘3 75'—?—
SH H 2ol E= 2 &AM Base Image 4 &2 FETHH.

Application H{Z

Container #H™1t Server #HY|M2] Application Artifact H{ZOf| CH$h HAS ©& 1245(0{OfF it
Project9| A H{E MX}2t 27 =™, Kubernetes Deployment ManifestLy ECSS| Task™d 2| &
trj2} 4% 5t010F St

WAS #740j| X Application2 Deploymentdte= A0 = &8 & JtX|2} QUL
Server 7 HJ X A 49
7|2 Deployment Cj2ll £ 2|0j| HHE ${LENA_APP_FILE} M7
${LENA_HOME}®]| Jar € SA}

It Application A Xof| w2 HYZ ${LENA_APP_FILE} 2t ${LENA APP_DIR} H%
${LENA_APP_DIR}%|| Jar & £ A}

Container 79 {2| Deployment ¢4 2 H& F7HX UH.
Container Hj X A Moy
Z Container Image©]| A’ H{ I £HAl Base Image®| Application ArtifactE X SAt /
ZSt
Init Container 2 7|5 Al Hi I HAl Init Container9|| A {59 E£&H= Artifact £=

Qe XMEA (Volume)o|| Q= ArtifactE 2|
A9 = Container®|| SAt
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2.8. Server §9 112{Atst — Web Server (EN-A)

2.8.1. H{Z

Web Server(EN-A)+= Container®f| B{ZE|H, Ao L2t Container 23& (Kubernetes, ECSS)%| © ¥
EE= 22909 Instance?} 5 A|of| HYEZEICY,

1. Service A&
Web Server(EN-A)= ©U/24I712] Container2 H{ZEL Y, 0| 2EU Front-End%| Servicedt?|
A= Y T L/B-.Eg 285t= ServiceES HiX|ot= 7-|0| aldixo| "fAlo|Ct Kubernetes©
AL “IIEJ Node2| £X Portz *‘IHI*EI-'- NodePort, 2|8 L/BE &8&5t+= LoadBalancer, L&
1R IPE X|dst= Clusterlp—J MH|A RYO| HlZELL ALD, ECSY FRO= ALBE X|*dst=
|:||-)k|o| oIt APHO|| Application O3t Al O 2 Service®HX| AtM ZXo| T Q 5T}

2. Instance 4= (Replica)
T Serviceg St= F40S WASS| = £510|| Uap JpE Ol 27| 2| F3HOF & Instance H+&
AP0 g5t i d7gof| 2hF5H0o{OF 3ot

3. Service Mapping
ECSS] AL = Serviceo|X = L/BE X|™HT £ QX2 Kubernetes? 4% I‘— Key-ValueZ 42|
%l labelg ?|E2 2 Mapping 22 J9| 59 Service?t OfHTHCt. HH| AAR MM 5L, 2F0
T3t Mapping 7| &2 359 Ui E 20| 2t 5 oF otrt.

2.8.2. AY

Web Server(EN-A)S 2F5}17| Yl A ZR3F AQFS Ch2 1} ZHCt,

Memory

Web Server(EN-A)2| Heap Memory Sizet %|4 512MbyteE ZRZE 5t1, Agent?] Heap Memory
Size 64~256MBE LQ 2 tct

Disk

LENA Image 7|

X002 MEE|E Image 37| 2F 900 MbyteZ O]+ OS + JDK
LENA + Library2]

otO 2 Image?| 4 Layer LENIX| L85 LaFo|Ct,

0|-)|| |0

29 BRE 27159 Diskiz LogS T 4O 2 XY U Log§ Y WebA 242 Tt (Artifact)2]
832 efetof At

TLCE!

1 HEYT 54
Web Server(EN-A)®] HIE$3 FAL S8t Horo| /Tt N/WAH Manager2t WAS E& WASS)
Service Endpoint® X X| 2 st Tritet £41 S SHE 2 Mo} B

2. MHA ZE
Web Server(EN-A)Q| MH|A ZE = Cpg 1 ZHo| 1Y E|of ULt

O HTTP MH|A Port: 7180
O HTTPS MH|A Port : 7543

H EZE= LENA Image®|| 2750 UL, & MHA HAZ S Sh= 729 LENA Image HEECE
Container2| 2| & Atgof| Uret Port HEQIE B2 S HEY A2 0o,
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Web Server(EN-A) Container®|| & 253t 0 StHAHL= OF2 1 20T}

#3HS

LENA_MANAGER_ADD
RESS

LENA_MANAGER_KEY

LENA_SERVICE_PORT

LENA_CONFIG_TEMPL
ATE_DOWNLOAD

LENA_CONFIG_TEMPL
ATE_ID

LENA_LICENSE_DOWN
LOAD_URL

LENA_CONTRACT_CO
DE

LOG_OUTPUT_TYPE

LENA_LOG_OUTPUT_DI
R

LENA_AGENT_RUN

LENA_SERVER_TYPE

LENA_HOME

LENA_SERVER_HOME

M
29

« Manager &2

-+ PAl:IP/ DomainF4 : MH[A ZE

+ Manager Open APl M& EZ

« WAS AMH|A Port

- Manager2 £& M Y (e 2 of g

£ 5|8 Y EEN

o
}a

- 4% T 1D
£

« & Al - Service Cluster H:Revision H1&

* License t+2 2 E URL

- QUAIF manager =
HOlicensett- & 2E URI

k1
132
=

- Licensedgdf P 7 ZER L=etd
pAde]
HA O

* Node Agent 7|5 o1&

* Server §9

« LENA MX| Home

« 2t : /usr/local/lena

+ LENA At %] 9%

o 2f: /usr/local/lenaw/servers/webServer
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manager
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R L lew 93
’ts

LENA_USER + Manager 2|59 AF&8 OS A+EXHA|1d root @)
LENA_USER_GROUP + Manager 2|59 AF&8 OS AHEXI & root O
LENA_HEALTH_CHECK * Health Check =8 & N O
LENA_HEALTH_CHECK - Health Check AT} QIA|X| 5 O
_FAILURE_THRESHOLD

LENA_HEALTH_CHECK « Health Check Almj QUA|X| XA, TAXA  true O
_TERM_EXECUTION Lol 8

LENA_HEALTH_CHECK + Health Check Ao UAH|X| =1A|, TEXA  stop- O
_TERM_EXECUTION_S script & container

CRIPT

LENA_HEALTH_CHECK « Health Check Almj QUA|X| X2tA|, T2XA 300 O
_TERM_EXECUTION_IN 28 £ (seconds)

TERVAL

« LENA_CONFIG_TEMPLATE_ID: Revision H3&&= XMzFr5si0, AM2ZFA| Default

Directory X

+ LOG_OUTPUT_TYPE: Server MU LF=2E MEA 42=E o MY o}

+ LENA_AGENT_RUN: Web Server= Agent?t ?|F%/°{9F Manager®| & %

Revision t+& 2 E =}

+ LENA_CONTRACT_CODE: License S&’d M| 39 A%, o o] FEIIX| Y=

A9 2fo|MA CLeE T AT

ne
10

Log 40| 8Tt

2UEJO| 2h5 3.

LENA Image ?|& ?|& MX| YX|= /usr/local/lenaw’ ©|12, 1 319 X2 = OS2t 2L

Cja 2y

29 |2

(${LENA_HOME} 5}91)

bin
depot
etc
license
logs

modules
L lena-agent
L lena-web-pe

Node Agent?| Start/Stop scripts

MX|E 93t Local Repository O|ALR
o|EH BlEF YR Y MY Y

License &2 E 2|ot= (I E

LENA 22|28 21 T+ &4

LENA ¥ & 252 XA Home

Node Agent M3of| RS R 50| %[5t F=
WEB Server Library
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HHE2 a3 H| 11
(${LENA_HOME} 5t9)

servers/webServer Server A X| Home, ${LENA_SERVER_HOME}

Lbin Server Start / Stop / #2|-2 A3 Script &4

L cache Cache M H X% A

L conf Server AN HE M&A

L hook Life-Cycle Hook Shell T+ X%

L htdocs J|2 Web 2|2 A X% I E 2]

L logs Log It XA

L temp xelg Al LD

tmp LENA 2218 94| Cjzi 2]
Log
Loge Standard Out / Error2 &&3t= 'console LA File2 EEHot= file’ FAO| XYL, SHFHS
‘LOG_OUTPUT_TYPE'Q] 2t& ‘console’ £= file'2 M™ 3to 2 M SHHIAIS MB35 4 QICH

1. Console =&
=M Log & Dump £

17O X =
= X0

e [
ol

2. 1l
Ttal
Tt

2
H MY A LogY 2 Dump I 2 ${LENA_HOME}/servers/webServer/logs T2 E 2] 510
MEEL, 2t Log Y- Daily rolling H .

=
=

|'ﬂ.| |'|_|-|)||

Health Check

Aderdoz2 WASE Http GetYAMO= Health Check 3tX|ZF LENA Web Server?] Z|& Health
Check®Al2 TCP Port MAYAICOZ MHHEL|O] QIL} o] 2|2 LENA Image®| Business Application?}
= X %A7| WZ20|12, Biz Application®] HE RS FHLO= diE Application?] HE3H Http Get
Health Check AX-S AGH|0|E 3}7|2 HISICt N|-& Kubernetes Manifest IHQ! 7|3 J|2Mx o o}
2t
1. Readiness Check

o0 TCPSocketAction : port 7180

o initialDelaySeconds : xx (Application E40f| i}2 EX TQ)

o timeoutSeconds : xx (Application £/ & HXY TQ)
2. Liveness Check

o0 TCPSocketAction : port 7180

o initialDelaySeconds : xx (Application £/40f It2 HY Q)

o periodSeconds : xx (Application £/40f| &2 2 T Q)

Server Configuration 2|

n

2 &M “Server Configuration #2|" & T XL},

Container Image Build

2 2M “Container Image Build” & FxE3trf.
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2.9. Server §94 112{Atst — Web Server (EN-N)

2.9.1. H{Z

Web Server(EN-N)+= Container®f| B ZE|X, 47| w2} Container £ & (Kubernetes, ECSE)0l| T
EE= 22909 Instance?t 5 A|of| HYEZEICF,

1. Service A&
Web Server(EN-N)= ©/224912] Container2 H{ZE, Ol QI
Aol = o T L/BAHZ +H3tE ServiceE HiX|SHE j*C’I EES
AL9|= “IIEJ Node2| £X Portz A‘IHI*UI-'- NodePort, 2|8 L/BE &&
1™ |PE X|H™Hot= Clusterlp_J MH|A 830 XZE Ll Qo EC ol A
%“ilol U A0 Application& AT A 22 Service¥X| APd 27| E

2. Instance 4= (Replica)
T Serviceg St= F40S WASS| = £510|| Uap JpE o[, £7] 7| F3HOF & Instance H+&
AP0 g5t i d7gof| 2HF5Ho{OF 3Tt

3. Service Mapping
ECSS] AL = Serviceo|A =™ L/BE X|™HT £ QX|Qt Kubernetes? 4% I‘— Key-ValueZ 2|
E labelZ 7|E£2E Mapping 22 g9 59 Service?} OfHTHCL MH| A|AE MojM F5Q1L, SFO
T3t Mapping ?| &2 =3I HiE 70| gtF5to{oF TtL.

L} Front-End%| Serviced}?|
10| HfAlO|T} Kubernetes2

S}= LoadBalancer, W §
fol= ALBE X|*dst=
8 5t}

2.9.2. A

Web Server(EN-N)E 2%5t7| QoA =ast Apke cp2at 2bct

Memory

Web Server(EN-A)2| Heap Memory Sizet %|4 512MbyteE ZRZE 5t1, Agent?] Heap Memory
Size 64~256MBE LQ 2 tct

Disk

LENA Image 7|

X002 MEE|E Image 37| 2F 900 MbyteZ O]+ OS + JDK
LENA + Library2]

otO 2 Image?| 4 Layer LENIX| L85 LaFo|Ct,

0|-)|| |0

29 BRE 27159 Diskiz LogS T 4O 2 XY U Log§ Y WebA 242 Tt (Artifact)2]
832 efetof At

TLCE!

1 HEYT F2
Web Server(EN-N)Q| HIEQJ3 FA= E#5 X|oF0| Git N/W/40| A Managert WAS £ WAS®]
Service EndpointE S HX| & of= TUT 541 7

2. MHA ZE
Web Server(EN-N)Q| MH|A ZE L= Cp21t 2F0| DY E| O] QIC}

O HTTP MH|A Port: 7180

t= H2 LENA Image HZAECH=
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Web Server(EN-N) Container®|| M8 Jts53t £Q StAHL= OS2 0 20}

#3HS

LENA_MANAGER_ADD
RESS

LENA_MANAGER_KEY

LENA_SERVICE_PORT

LENA_CONFIG_TEMPL
ATE_DOWNLOAD

LENA_CONFIG_TEMPL
ATE_ID

LENA_LICENSE_DOWN
LOAD_URL

LENA_CONTRACT_CO
DE

LOG_OUTPUT_TYPE

LENA_LOG_OUTPUT_DI
R

LENA_SERVER_TYPE

LENA_HOME

LENA_SERVER_HOME

LENA_USER

M
29

« Manager &2

-+ PAl:IP/ DomainF4 : MH[A ZE

+ Manager Open APl M& EZ

« WAS AMH|A Port

- Manager2 £& M Y (e 2 of g

£ 5|8 Y EEN

o
}a

- 4% T 1D
£

« & Al - Service Cluster H:Revision H1&

* License t+2 2 E URL

- QUAIF manager =
HOlicensett- & 2E URI

k1
132
=

- Licensedgdf P 7 ZER L=etd
pAde]
HA O

- Server §9

« LENA MX| Home

« 2t : /usr/local/lena

- LENA A8 %] 9%

o 2f: /usr/local/lenaw/servers/webServer

- Manager 7| 59| At8 OS AL XA
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#yHs a3 (RS Y
’t's
LENA_USER_GROUP + Manager 2|59 AF&8 OS AHEXI & root @)
« LENA_CONFIG_TEMPLATE_ID: Revision T &= MeFIr55tH, M=FA| Default
Revision T+ 2E =}
+ LENA_CONTRACT_CODE: License 98/ X|30j| Af2E L, o 20| Sa5tX| oS

AL 2ol MA CheR e} HA
LOG_OUTPUT_TYPE: Server AH{MYU 42=E MEA| GEEE 3+ MY o

Log 4% X 8Tt

LENA_AGENT_RUN: Web Server= Agent?t ?|5%°{9F Manager®| &%

2UHEO| 7H5 3.

Directory #+X

LENA Image ?|& 2|2 A

Cja 2y

(${LENA_HOME} 5t9i)

bin
depot
etc
license
logs

modules
L lena-agent
L lena-wbn-pe

servers/webServer
L bin

L conf

L hook

L htdocs

Llogs

Ltemp Lvar

tmp

Log

Log= Standard Out / Error2 &
‘LOG_OUTPUT_TYPE'Y]

1. Console &

2 =X "Log & Dump £23"2

2. td =9

7S
CINF=]

x| Y%= ‘/usr/local/lenaw’ O]

[

i L E

M

=29 |2

Node Agent?| Start/Stop scripts
HAX|E YTt Local Repository
71E Mg PE 2 AR T
License JEE 5= YU EZ

OjAF-E

LENA 22|18 23 The X5

LENA ¥|& 252 X%2A Home
Node Agent Ao WQ 5t REO| QX|5H= HZ
WEB Server Library

Server A X| Home, ${LENA_SERVER_HOME}
Server Start / Stop / #&|& A3 Script X% A
Server ™Y E M%ELA

Life-Cycle Hook Shell T+ X%

2] Web 2|22 M3 Cjage)

Log THQ! X34

x1Qlg 4| LA

o2 B KL

—_ =
g UM HHES

o

LENA g

=gq 'O'|'
console' o=

‘console’ AL F
file'2 M™ gto

HESIC,
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ol =81 MX] kl LogILI-?E' EJL('
M= MYEL, 2F Log Y- Daily rolling .

)

r

Server Configuration #2|

2 2 “Server Configuration #2|" & T XEStC}.

Container Image Build

2 2M “Container Image Build” & FX3trf.
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Chapter 3. dX| 35 Atgt

- <Container 224 ®AH>
HX[E ?%i M= Kubernetes, ECSS Container?f 2&% + Ues &0 24 F4=S AS{OF ot
23, CLIZHEOM siE B30 H2E o+ U= MHESTH M3} Profile (% : Kubernetes Config) 27 0|
M 25tH, Manager £ Session ServerE VMO|| AX|& HL AX| o4 VMO| ZH|=|0f QJo{of Strt.

« <Network &7 ™®ZH>
A A8 L4 Serverzt S410] 5 5HE|
I.

r s H3oto{of STt Container N/W WEO| 25 MX| &&= A=
ULHOZ £ H|ofo| GIX|PH, VM ¢ HAHOZ JHES HS Manager Server, Web Server, WAS,
Session Server?t £410| Jt53HX| AH &Qlo] TQ5iht OHZ2 LENA Image ?|&£2 2 Service £+

d= st A% BT N/W Port 0|t

Source Target Port 25
WEB/WAS/Session Manager TCP 7700 Manager MH|A X5
Server TCP 16100

UDP 16100 2YHE, &
Bastion, £t&| X} PC Manager TCP 7700 Manager MH|A X5
L/B, Front End WEB Server TCP 7180 ME[A X Z
L/B, Front End WAS TCP 8180 MH|A H|&
WAS Session Server TCP 5180 MH|A X5

* <Image ¥ 73 HA>
LENA &2l ImageE E&3t7| HoiiM= Container Z23E0f| X Docker Hub®| 40| 2t&0}{oF THcf.
qreF 20| 825 ototH, M2 253 EH0 A LENA Imaged Pull #1 (docker pull), 0| T2
X5t (docker save) Y EHEM H2 2ttt &F0 XX (docker load) 3t{OF Lt of2fj=

Ol XM st= oA o|H.

$ sudo docker pull lenacloud/lena-cluster:{TAG_NAME}

. <EY =

$ sudo docker save -o lena-cluster.tar lenacloud/lena-cluster:{TAG_NAME}

- <EE A=

$ sudo docker load -i lena-cluster.tar
=29 AH%F}

. <5 S
AH A
3.2. Base Image 24’3
WAS L+ WEB Server2| ¢ Base ImageE HM/4/gdsljiof TR} grMst & QT t420| A= LENA Image&
A£5t0] Base ImageE A/J(Build) ©ff CHol MHIICt Base Imageri’d2 LENA ImageE E8&3dt=
Dockerfile2 ZH/dst, o] U E Docker ImageE 4’45t 57 Repository®l| 553t= ™H| 27 0|}
Ol’d == Base Image?| =82 g Ag2 tadt Z& Case?t UH.

1. 2 Library 7}
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OS AX| FFO| (yum, apt-get 5)& -85t X7 2X|TH.

2. JDKe| HH
LENA Base Image2| JDKE HZASt X} & uf, MX| Hajof £

3. Application Deployment
Application Deployment?| &2 ¢ X|= '/usr/local/lena/server/appServer/webapps’ OIUr.
4210 X4 WAR It £ Exploded® DirectoryS 55t Deployment & 4= QICt O FR0=
WAR 11’{0'%' & = Directory®O| Context Path2 X|JE L.
Ct2 "Mooz L J{H Application MYE 5ol X|HE YX|(DocBase)?| WAR E+& DirectoryS
Aot WA OZE T Deploy E 4 UL O] AL0= HHYM X|°dTt Context PathZ Application©]|
X8| £ FiCt
M BEE BEE HSEE YR wE'Y Application 4% £&
4. 43l Command Scripte| +%
LENA_J 7|2 Container *'f’H Commande  ${LENA_HOME}/docker-entrypoint.sh O[T}, =7|
SEHSO| 2 MY 3 Server Mool Uroi': Llcense Ch2 2 E Server?| Als So| Alsg| =

rir

X3 QFESH| WA 2 M| 9ic

njo
P

St

Shell Script2 A, Project 70| St 2 HZHO| WQ St HL O|F LTt ML}
3.2.1. Base Image ‘§’d Ex}
Base Image®| A4 R*Hs CHe} 2t

1. Dockerfile %H/d
2. Docker Image 2E
es

3. Docker Image &

Dockerfile %Hd

2 I E+& Base ImageE “4/d35t2| 5t Dockerfile %|A|0|H, CentOS ?[8t2] Application Server &
J|Z0 2 ALt
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Dockerfile MEZ

# This is a sample of Dockerfile to build project's Base Image with LENA
template.

# LENA image provides just basic environment to run LENA WAS.

# The project and the customer are responsible for optimization or change the
environments.

# Before building it, you need to check the proper LENA image repository &
tag.

FROM docker.io/lenacloud/lena-cluster:{TAG_NAME}

# Change or add JDK & packages as your own policy.
# RUN yum update -y
# RUN yum install -y java-1.8.0-openjdk-devel.x86 64

# The service address of LENA manager.
ENV LENA_MANAGER_ADDRESS lena-manager.namespace.svc.cluster.local:7700

# The key to access LENA manager.
ENV LENA_MANAGER_KEY you_manager_key from_manager_user_admin_menu

# Id of template. Format is <Service Container Name>:<Version>.
ENV LENA_CONFIG_TEMPLATE_ID was-cluster_01:1

# To download and validate your license, LENA CONTRACT_CODE is required.
# You can acquired it via LENA supplier.
# ENV LENA_ CONTRACT_CODE your_own_lena_contract code

# Download & change template files from manager.
RUN $\{LENA_HOME}/docker-entrypoint.sh download_ template

# If you have your own license file, copy it.
#COPY license.xml ${LENA HOME}/license/

# Or If you uploaded your own container license file to manager, you can
download it from manager

# Caution!. After downloading you need to validate the file with like
'xmllint' command.

# RUN $\{LENA HOME}/docker-entrypoint.sh download license

# Copy your application source to deployment path.
# COPY application.war /usr/local/lena/servers/appServer/webapps/

Q| MZ Dockerfile®] X = Che1f 2},

Table 1. 4Z DockerfileQ| =2t My
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A

A9l Layer Image X[ <F-2>FROM ${*4¥ Image}
A% ImageZ LENA Image £+ LENA ImageE 482 Image
% Project9|| A 41&5tBase Image?| Repository/TagE & St

Library 37} MX| <F2> RUN yum install ${Z=7} Library}
OS B2 mj7[X| BX| P E Z8IH9 TR LibraryE F7I5t1, Ii7[X| &
Mol AX| ol WRY HP oiF WI|X|Q] Jto|=o W} LibraryE Ft
M| 5Tt
= [

<JDK M X|>
JDKE Library %719} SQIsh HiAloZ M8 £ Qich Ciab LENAQ)
Server°| JDKE X5t ez 3ol 4 5 tﬂ7é|6|-0=|0|= Shct,
* Symbolic Link /usr/llb/Jvm/Java% MR DK 9fX|of| =2 {7 stojof
'GHZ,I-
H FEE HE F20M AHEotaL .

- SHHS ${JAVA_HOME}

- JDK x| %| : ${LENA_HOME}/etc/info/ java-home.info g}

- Server AN : ${LENA_HOME}/env.sh®| JAVA_HOME 2}

* docker-entrypoint.sh9||X] domain cached} TTL A%

a2y <TLE> ENV ${key} ${value}
otefel HYPE £ 2o|HAE GREE BD| Tt SFHSE HHYTH.

o219 ddE 2F2 Container ?| A ™Y = ArEE 4= UL

+ LENA_MANAGER_ADDRESS : MX|=l Manager?] Service 324

» LENA_MANAGER_KEY : Open APIZ Manager HZA| 2% JAZEZ
(Manager?] Admin > Users 0| 50| M 210}5)

- LENA_CONFIG_TEMPLATE_ID : 422E & M™™HE AHEX} (Service
Cluster O] + " + Revision %)

« ENV LENA_CONTRACT_CODE : o] A LR 2ZEE ¢

r°|'
kU

|

!

MY™ME O ZE <F2> RUN ${LENA_HOME}/docker-entrypoint.sh download_template

Manager2 £E ddHEE Download 3. curl / wget 52 HH2ZE Open
APIE S &3t}

Managertt 2 2EA| &, Q=M K|, Mod/Owner/Group 4732 A 3HC},
ZOo|MA EAFEE <25 RUN curl -o W${LENA_HOME}/license/license.xml ...< O| 5t 42>
2zt

Manager2£E{ LicenseE U4 =2E gt=rh 22E & XML Validation &
Owner/Group =& St

COPY license.xml ${LENA_HOME}/license/

Hrz Y2 License?t Y2 B Container WH 2 S ASHH,
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+4 =M k)
Application Artifact <F2> COPY applicationwar ${LENA_SERVER_HOME}/webapps/
A
Application Artifact (GI®[9| M= applicationwar) TUE DeployH X[
AT 7|2 x| = of2fel 2.
- WAS : ${LENA_SERVER_HOME}/webapps/
+ WEB Server : ${LENA_SERVER_HOME}/webapps/htdocs

?1 A=l 7HE Server 3 Application 2730l 23} 3 }5 5.

24 Dockerfileg ?|Ht2 2 ImageE Build¥ 4+ 20 (docker build), Build & Docker Hub 4 ECR2}
Zr2 Registry®| 5 (docker register)dt%| Container Platform9| A 8% 4~ Q& & i},

Dockerfile Xt (2HHAH| )

root AH|%go| ottd °'“f71|’“° *fﬂUf YUotE=d? Base Image ‘Y dA| FIHQI EHo| TR ofef
WZ 2 Centos7 2 MG lena’ YUHHHS Agots AH|o|Ack. A / sudo X% M2 THECY,
Container jIEJLI entrypoint script Of|A root Mot HH S $UST £+ QQEE 2 14"55'01|*'I sudo H3otS
Fo5tL, password A% Q10| sudo FEO| It5dtEE MANTICt. entrypoint script 2t SE2E4 sudo
A2 A| password ?:}E'_16|-E% B 50 LurA|’g 2l sudo Y

Dockerfile MZ

FROM docker.io/lenacloud/lena-cluster:{TAG_NAME}

# create account

ENV LENA_USER lena

RUN adduser ${LENA_USER}

RUN chown -R ${LENA_USER}:${LENA_USER} ${LENA_ HOME}

# sudo auth setting

RUN yum install -y sudo && yum clean all

RUN usermod -aG wheel ${LENA_USER}

## nopasswd sudo on - off this option in docker entry point
RUN sed -i 's/# %wheel/%wheel/g' /etc/sudoers

USER ${LENA_USER}

Docker Image 2 E

C+&2 Dockerfile2 Images BuilddtE 0| A0 Image®| Repository 3 Tag Ruleg *g2|5+0{0F
S, OpX|2 QIXZro| Dockerfile2 HIIE X|Ysot= of| qostet. (5t 0“IIJ\I" Current Path9j|
Dockerfile©| /& Z<0f F&EIL)

Docker Image 2 E Al HEHO (O A])

$ docker build --no-cache --rm --tag [REPOSITORY[:TAG]]
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» --no-cache : O| ™ HEON MM E A E ALK Y-S

o
 <-rm : O|0|X] 440l THE T YA HEIO|HS A

Docker Image §%&

=<2 Image Registry®| ImageE &&= YEOOIH. AFMY Registry%l| & 2f&%t H3t2 7%
ArEXet 4T 5 P EH S TRE St

Docker Image 52 A3l Hajo] (o A])

$ docker push [OPTIONS] [REPOSITORY[ :TAG]]

7|Ef AH| Docker 2| B3O Tt T4 Site2 HEHCL,
https://docs.docker.com/engine/reference/commandline/docker/
docker commit2 ¥l E&F % ¢l Docker ContainerE ImageZ & &3t= EY (0|}

23F %<l Containerg ImageZ & (%A])

$ docker commit [OPTIONS] CONTAINER [REPOSITORY[:TAG]]
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Chapter 4. Kubernetes 7|t Hjj I
4.1, U E ZEAHG

4.1.1. H{E FH|

LENA A% APHO| Kubernetes A##o| ZAE|of QJofof Sich Cfg 2t %250 Zb|glofof &
Apgtolct.

LENAE 5 Kubernetes Cluster?t Namespace2| +/d

kubectlo|] MX|E| 1 CLI?t ?}=3t 274 O

Kubernetes Cluster®f| 20| 7I55tE& Kubernetes A% (~/.kube/config)2] 743

M2 7158t Docker Repository (9 : ECR, Docker Hub, Wi Docker Repository &)

(&4) Kubernetes Config ¥ : LENA Manager%|M Log & Terminal /&2 3l Manager®| @2E&
e
=

6. LENA Container License & AH|f3E

CLE S A

4.1.2, Hjx AlcH

Kubernetes: SAAEZ|O|M T2 Chobeh HIE Aol EXSIX|TL 2 SAo|ML T2 =7l
kubectlg H83E 242 J|FO2 Mt

Kubernetes:= Resource®| HJIE HFAl StAHMMME AH £9 J|&5F YAMLEAIC HA| IS 28510
HE/AY/AGO|EE  285tCt 517|0f MEgl= ${man|fest -fileyaml}2 ©| YGMME XHTH. 2
MO M= HZOf| EBRTt X ASHe HPO F FHATUEZ J|sstEE, HAME a2 S0 Kubernetes
M A2 ZE ST}

XA namespace?] M7

sl RE BHERH HY)

AL namespace THE O|FOX|EE, HHEE 517 UM XY ool EH=
namespaceS 41%5}{0f gtct.

r

$ kubectl config set-context --current --namespace=${namespace}

HY Aoz MHSHA| ‘Ea*% Al 3219 BE M ROl FHO| ‘--namespace=${namespace} TE=
of| A

Fotstofof gt Ha2 [°15.

$ kubectl apply -f ${manifest-file.yaml} --namespace=${namespace}

Kubernetes Resourcetf® 2! o] E

Al
~

'kubectl apply’ H&0lE Eofj HiE S Malisty, 1 3

o

ro

che 3 2t

$ kubectl apply -f ${manifest-file.yaml}

¢ FFo= HE #ofYz2}, 5Y namespace?] Y name2 7%l Object?} &X T FHL Y Resource?
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Y E AGIO|E 3.

Kubernetes Resource?| AH%|

'kubectl delete’ 0|2 H{ X = ResourceE AMX|stCt.

$ kubectl delete -f ${manifest-file.yaml}

Workload YEG|°|E 3 EHH

Application, Web Server?] ZH% Application Artifacte] 3 59 23l B{EZ= Workload ¥C[C|EZ}t
L5k 4 It KubernetesO| A& ©|Z Rolling @422 AUC||0|EdtE RIS X Z S,

22 U EE WorkloadE Rolling®dA 2 = AL|O|E 5= Fagofo|.

$ kubectl rollout restart ${workloadType}/${workloadName}

orkload?t AME|H +=Xt=Ql I (Revision)O| *MH=IC} Revision 228 X35t

rir

CHe2 7 YEIE BHste Yol ojct
$ kubectl rollout undo ${workloadType}/${workloadName}
CHS2 YT Revisiono 2 Sst 3of ofcy,

$ kubectl rollout undo ${workloadType}/${workloadName}
--to-revision=${revisionNo}

Q =M QIXtZt ${workloadType}2 Workload®] §%O=2 1 Zte ‘statefulset’ ‘deployment
‘daemonset’ &£ 3t4o|C}t ${workloadName}-2& Workload?] ©|Z0|1, ${revisionNo}= 7H%(Revision)

2ol

i X =l Resource?] 9l

H| = Workload, Services 2| Kubernetes ObjectE &¢QI5t= H Y| kubectl getO|H.
$ kubectl get ${resourceType}

A H&H09%| M ${resourceType}2 ‘statefulsets, ‘deployments, ‘daemonsets, ‘services, ‘configMaps'e} 22
Kubernetes Resource 8% & 5}L}fo|c},
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4.2. Manager | &

MX B
421 9% ¥2
g 4y S

Manager Container= 31t 22 H1 MY S J|&C=2

U 2| OfOf ).

MM T o2

a F d
) 23w/ 2%

Workload & StatefulSet

Replica?li 4= 1

Container Port TCP: 7700
UDP : 16100
TCP: 16100

Volume Mount 4= E2] /usr/local/lena/repository S 2|5 VolumeO]| OfE

(oF2H of|X|of| M+ persistentVolumeClaim HHAl© 2 ojd)

Probe (Health Check) HttpGetAction, /lena’ &|O|X| & &

4 EAH 2 ¥5 - Workload 3

M
=23

Container Image Project® Architecture 2740 et MHE

HH9| 5F= LENA Manager Image

= 0S 3 JDK

namespace Kuberneteslf =2|™ 1& ™

name Workload®| 0| &, 0| %2 Pod ©|& / Hostname&)
Prefix2 A& C{'.

label Service2t2| AZ, HMO| A2 E| = Label 2 Key:

Valueo 2 Xo|&|Ct

imagePullPolicy O|0|X| Pull MO 2 T4 S = StLIE MEASITY,

- Always : Repository 2 £ 34t Pullthg

- IfNotPresent : Local®]| Image?t S HL ofgt

I:II-Q

Pull

 Never : Pull x| &

&£ = Config MapL 2 MH 2t
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Chapter 4. Kubernetes ?|%t H{ZE

H| 2

200 2t YoM SBOHOF 2 Y 249 0|F YYSIE Manifest HYO| X8

Sample 2}

lenacloud/le
na-
manager{TA
G_NAME}

default

lena-
manager

type:
sample-
lena-
manager

Always

(configMap

diAl
o™

52
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LENA_JVM_HEAP_SIZE

Heap Memory 37| X|%

Chapter 4. Kubernetes ?|%t H{ZE

F2 B2 Manager #H¥4 $22

Sample 2}

1024m (7| &)

LENA_JVM_METASPAC Metaspace Memory37| 256m (7| &)

E_SIZE

LENA_MANAGER_DO  Domain Name &/d3} o{ & Y

MAIN_ENABLED

LENA_MANAGER_ADD ' Service?| Domain &4 : ZE lena-

RESS manager.default.svc.clu

sterlocal:7700

JAVA_DOMAIN_CACHE Domain 32 Cache A|2F (%) 3(°12)

HEMNE 28 Y5 - Service™d

a
oy gs 2y Sample 3t
namespace Kuberneteslf =&|™ 1& ™ default
name ServiceE MEsI= O|E2 &2, namespacelfo| A LT lena-

|
= =
50| oof 3t} o] ZF2 Service DomainFE2A0f M2 =T}, manager

type QE 2 ServiceE L&t WAoo 2 OS2 = otL} o|C}, NodePort

* NodePort : k8s?t Mx|= 2= Node2 X|% Portz
MH|A

+ LoadBalancer : 2| & Loadbalancer& &3t AH|A

» Clusterlp : k8s Clusterlf M2 2 TIHE P2 AMH|A

4.2.2. Manifest 2|t U X

Workload

Kubernetes?|| 4|2 Container= Pod T = MX|ZH, Kubernetes ObjectE ?|=%H YAML IpUHAIQ
Manifest Tl 2 SH4510f Hx[aHs 240 Uubxiol HrAjo|c,

E{'%% Manager I|U|-7| T.I'O‘|- Manifest IL|- I AH %ol:l_' %"k" LH_g_
w2} Project E70f QHE 2 HAHSHO] AFRSH 4 QICt

UM M 2%

I

odr

=1

X

g4t

ro

LENA Manager Workload@A| (Manifest) Tt

apiVersion: apps/vl
kind: StatefulSet
metadata:

name: lena-manager
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spec:
selector:
matchLabels:
type: lena-manager
serviceName: lena-manager
replicas: 1

template:
metadata:
labels:
type: lena-manager
spec:
containers:

- name: lena-manager
image: docker.io/lenacloud/lena-manager:{TAG_NAME}
imagePullPolicy: Always
ports:
- containerPort: 7700
envFrom:
- configMapRef:
name: configmap-lena-manager
volumeMounts:
- name: wsy-lena-manager-repository
mountPath: /usr/local/lena/repository
readinessProbe:
httpGet:
path: /lena
port: 7700
initialDelaySeconds: 20
timeoutSeconds: 1
livenessProbe:
httpGet:
path: /lena
port: 7700
initialDelaySeconds: 30
periodSeconds: 5
volumes:
- name: wsy-lena-manager-repository
persistentVolumeClaim:
claimName: lena-manager-repository
terminationGracePeriodSeconds: @

apiVersion: vl
kind: ConfigMap
metadata:
name: configmap-lena-manager
data:
LENA MANAGER DOMAIN ENABLED: "Y"

Copyright© LG CNS. All rights reserved. 54



Installation Chapter 4. Kubernetes 7| H{f

LENA MANAGER_ADDRESS: "lena-manager.default.svc.cluster.local:7700"

- HYI MY
i Z = kubectl apply BH O 2 AlgH3tCt IHAHO| lena-manager-deployment-sampleyaml(O|2tTH Y E
HEd2 o2 2o,

$ kubectl apply -f lena-manager-deployment-sample.yaml

- HiEZZ Lt Zol
i Z = Workload+ kubectl get @0 Al E31 2015 4 QICt

$ kubectl get statefulsets

NAME READY AGE
lena-manager 1/1 10s
Service

32 Manager ServiceE H{E5}7| 2|5t Manifest Tf 2 CHS 2 2t
LENA Manager Service@ M| (Manifest) Tt

apiVersion: vl
kind: Service

metadata:
name: lena-manager
spec:
selector:
type: lena-manager
ports:
- hame: manager-tcp
port: 7700

targetPort: 7700
nodePort: 31848
protocol: TCP

- name: monitoring-tcp
port: 16100
targetPort: 16100
protocol: TCP

- name: monitoring-udp
port: 16100
targetPort: 16100
protocol: UDP

type: NodePort

- HH Y
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H{E = kubectl apply HFL =2 AlHStCt MATHO| |ena-manager-service-sampleyamlO|2ttH H{ I
Mo cpeat 2t
O O L a E -

$ kubectl apply -f lena-manager-service-sample.yaml

- HiEZZA2t 2ol
HH = Workload+= kubectl get @30 AHS E31 &0I5t 4 QICt

$ kubectl get services
NNAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

lena-manager NodePort 10.43.xx.XxX <none> 7700:30770/TCP,16100:31610/UDP
10s

4.2.3. Manager &

Service %2 NodePortZ AXstECHH http//[Node IP]: [Node Port] / o 4310 Manager?
I-I_+_'0'}-E,|-

4.3. Session Server H{ X

4.3.1. H{ E FH|

HHZE ol Manager©| Session Serverg S%5}7| §{3A= Managerof| X ‘Service Cluster's 5% 5t0{0f
StC}. Manager®] ‘Cluster > Session Cluster’ | & 9/ X|%| A Session Server §&2| 4l Service ClusterE
A,

Service Clusterti’y 2 22| 221 YAIet L2 HENZ 2M2 2 H% Uik 2'e HEHTL

432 MY %8

e 4y ¥

Session Server Container= H&4f 22 HI A 7| &2 2 H{ & O{of STt
uy o g2 a2/ 4 |2
Workload & StatefulSet -
Replica?li 3~ 2 (Primary, Secondary Server 27H) -
Container Port TCP: 5180 -
Probe ExecAction, ${LENA_SERVER_HOME}/health.sh -

oAy

HEAMHE 2% S - Workload &

Project 2 ’é“’ﬂ et ZshA MEHoF ¥ MY 249 0)F MHEE Manifest THUC| HEH
o
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.l
29

Container Project®8 Architecture Z27g0f| 2t MEE OS 3

Image JDK B9 §F= LENA Manager Image

namespace Kubernetes{ =&|X 1§ §

name Workload?] ©| &, ©| 2f2 Pod °|E / Hostname<]
Prefix2 At =T}

label Service2t2| HZ, HMO|| Ar2E| = Label 2 Key:

Value¥ o 2 o=t

imagePullPolic ~ ©|0|X| Pull d=4

JlEf BEMA A0 MYE ENV ELE Config MapQ.2 4%
15

LENA_JVM_HEAP
_SIZE

* Heap Memory 37| X|73

LENA_CONFIG_TE
MPLATE_ID

« Service Cluster g : Revision No

LENA_MANAGER
_ADDRESS

 Service®] Domain &4 : XL E

JAVA_DOMAIN_C
ACHE_TTL

« Domain £A Cache A2t (%)

LENA_SESSION_O
_ADDRESS ot

LENA_SESSION_1
_ADDRESS

A

+ Secondary  Session

U5 ofof 3t

X A
L]

LENA_SESSION_E
XPIRE_SEC

- Session TtE A|ZH (X)

LENA_CONFIG_S
HARE_SESSION

* Application 2F Session &/ £

HEAMHE 2% = - Serviced

clel e 29
namespace Kubernetesl| =&/~ 1 & §

Copyright© LG CNS. All rights reserved.

+ Primary Session MH| F4, StatefulSetd %2} U X| = ofof

StatefulSetAd ¥ 1}

Chapter 4. Kubernetes ?|%t H{ZE

Sample ZF

lenacloud/lena-
session:{TAG_NAME}

default

lena- session

type: lena-session

Always

(configMap Al)

M Session g+ 22

Sample ZF

1024m (7| £)

SESSION-001

sample-lena-
manager.default.s
vc.clusterlocal:77
00

0(°l&)
lena-session-0

default.svc.cluster
local

lena-session-1
default.svc.cluster
local

1800 (?|&)

Sample ZF

default
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M

SE B YE 4Y Sample &l

name ServiceE MEdl= O|E2 &2, namespace{d A FLTt 20|  lena-session
ofof stct, o] Zf2 Service DomainF 40| X%},

type Q|HZ ServiceE L= £0t= BAO 2 Sessjon Serverof =

x| 5tx| Qrett

4.3.3. Manifest 7|t Hj X

Workload

KubernetesO||A{2] Container= Pod W& AX|EH, Kubernetes ObjectE ?|&%t YAML It
Manifest TS XHgotof Mx[ot 210] Qlubxol HEAlo|ct

ne
o
1z
10

Cr22 Managerg AMX%|512| 3t Manifest T+

WEO|T, 4 LS
tte} Project 20 SHEE HHoI0] ALY 4 St

1 O

rlo

UM A 4 Y=ol ZH

LENA Session WorkloadE A| (Manifest) It of|A|

apiVersion: apps/vl
kind: StatefulSet
metadata:
name: lena-session
spec:
selector:
matchlLabels:
type: lena-session
serviceName: lena-session
replicas: 2

template:
metadata:
labels:
type: lena-session
spec:
containers:

- name: lena-session
image: docker.io/lenacloud/lena-session:{TAG_NAME}
imagePullPolicy: Always
ports:
- containerPort: 5180
envFrom:
- configMapRef:
name: configmap-lena-session
tty: true
readinessProbe:
exec:
command:
- /usr/local/lena/servers/sessionServer/health.sh
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initialDelaySeconds: 20

periodSeconds: 5
livenessProbe:

exec:

command:

- /usr/local/lena/servers/sessionServer/health.sh
initialDelaySeconds: 30
periodSeconds: 5

terminationGracePeriodSeconds: ©
apiVersion: vl
kind: ConfigMap
metadata:
name: configmap-lena-session
data:
LENA_SESSION_© ADDRESS: "lena-session-0.lena-
session.default.svc.cluster.local:5180"
LENA_SESSION_1 ADDRESS: "lena-session-1.lena-
session.default.svc.cluster.local:5180"
LENA_MANAGER_ADDRESS: "lena-manager.default.svc.cluster.local:7700"
LENA SESSION EXPIRE SEC: "1800"
LENA CONFIG_TEMPLATE_ID: "SESSION-001"
LENA_ CONFIG_SHARE_SESSION: "N"

o
H{E = kubectl apply §H 22 AaiStr} MATHO| |ena-session-deployment-sampleyaml©|2ttH H{ I

$ kubectl apply -f lena-session-deployment-sample.yaml

- BEZ A &l
B Z = Workload= kubectl get H#0] Malig Eoff 2HQI5 4 QlCt

$ kubectl get statefulsets
NAME READY AGE
lena-manager 1/1 30m
lena-session 2/2 10s

Service

Ct2-2 Session ServiceE H{ZESt2| 3t Manifest IH -2 T2 1) 2HCt,
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LENA Session ServicegA| (Manifest) Tt of| A|*

apiVersion: vi1
kind: Service
metadata:

name: lena-session
spec:

selector:

type: lena-session
clusterIP: None

- HHE A

HiEZ = kubectl apply §HCo=2 AMaHstC; MAUTHO| |ena-session-service-sampleyaml(©|2ttH H{ I
FYe o3 LTk

$ kubectl apply -f lena-session-service-sample.yaml

-+ B2} 2ol
B = Workload= kubectl get 0| Mali S Eoff &Qlgh 4~ U},

$ kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

lena-session ClusterIP None <none> <none> 10s

4.3.4. Server & =9

Manager®| H&3t% ‘Cluster > Service Cluster’ H79A 3HY Service Cluster
SEREE HQISIL} ServerListtHE S 2 2H5HH 5HHY| 2712] Session Server? X3

o Server= Manager?| Scheduler®f| &J3lf SE&|E2, %0 15% & X5 5EHG.

4.4, WAS H{j £

4.41. U{E FH|

HHEE MOl Manager® WAS Serverg §%35t7| #5liM= ManageroX ‘Service Cluster'E 5% 5t0{of
StCt. Manager?] ‘Cluster > Server Cluster’ H|& %|%|A WAS(Enterprise/SE) 82| A Service
Clusterg 445k,

Service Clusterg 4’45t T Overview F§HO||M Service EndpointE M3, Kubernetes? Z$
“http://${ServiceE}.${namespace}.svc.clusterlocalhost:${Service EE}" &Alo| =t o] Z+2 \Web
Server?| VirtualHost2] Proxyd % oj| A &2t

MM =l Service Cluster?] Template BHOl|A WASS] M™ S Laisit MYHE N T Template©]| CHst
Revisiong 4’d3tCt. Service Cluster’d’d 3! e A ATt WE 2 EHS M2 '2E4 w2

[
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uY B Y2

Workload &

Container Port

Deployment

TCP: 8180

HEAIH 2% %2 - Workload 2

Container
Image

namespace

name

label
strategy:type
imagePullPolic
y

replica 74

Probe

M
23

Project® Architecture 2749 L2t MEE OS &
JDK 79| BF= LENA Manager Image

Kubernetesl =2/ 1& o

Workload?] ©|&, 0| %2 Pod ©|& / Hostname&]
Prefix2 A8 =T},

Service2to| AZ, HMO|| A2 5| = Label 2 Key:
Value’y 2 2 Ho|=IC}

Deployment Update 4, RollingUpdate,
Recreated AEiSt UpdateJZF 2 7| =

o|a|x| Pull %2

Container (Pod) 7l =

HttpGetAction, |3 Page, A%t Delay A|Z,
ZJ|&= Application E440f| =2 MY LR

HPH+9 22 ENV E& Config Map2 2 27
ot

Chapter 4. Kubernetes ?|%t H{ZE

H| 2

2 A% Project &30 w2t AHSHA ME5fof g H 242 o|F HMEHE= Manifest THYU0|| HEF
ample 2f2 22 2.

Sample 2}

lenacloud/lena-
cluster{TAG_NAME}

default

lena-was

type: lena-was

RollingUpdate

Always

2

'/’i

M

(configMap &Al)

Ay 2tedt BgdHsE 3ot 2o 2 SHEHS0| it YMIT B2 224 WAS SH3Hs 2EZ
AT
#3Hs ok Sample 2t
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LR My
LENA_MANAGER_ADDRESS + Service®] Domain &4 : X E

(%M M X|E Manager?| Service F4)

-4

LENA_MANAGER_KEY
HMIA LWQstoZER

+ Manager?| Admin > Users |59 A &
LENA_CONFIG_TEMPLATE_DO M M LR E o
WNLOAD
LENA_CONTRACT_CODE « ZO|MA TR ZEE 3t Aok T E
c oA wF A HBH AE Y

LENA_LICENSE_DOWNLOAD_U
RL

JAVA_DOMAIN_CACHE_TTL + Domain 24 Cache A2t (%)

HEAH 2% Y2 - ServiceBH

4P i g= 2%

namespace Kubernetesl =&~ 11§ ¥

name ServiceE AlH5t= 0|22 2 namespacel{Of| A STt Zro
O{Of BtLt, o] ZF Service DomainZ=2A0| M-8 %},

type 22 SerV|ceE LEste B2 L E£3 Q0| glo

HE MYo| B2Tg

4.4 3. Manifest 2|t Hj I

Workload

Kubernetes®||X{2] Container= Pod T2 MX|Z0, Kubernetes ObjectE&

Manifest T2 KAsto] Mx[aHs 210] ULHHel HrAo|ct

CHS2 ManagerS MX|3t7| I8F Manifest T ME0| 1, MM L&
w2} Project 770 Q= 2 HHSHO] AfRSH 2~ QICt

%M

rlo

LENA Session Workload®@A| (Manifest) I+ of| A|*

apiVersion: apps/vl
kind: Deployment
metadata:

name: lena-was

spec:
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* LENA_MANAGER_KEY : Open APIZ Manager

gho| It

M
=

gl

=

Sample Z}

lena-
manager.defau
[t.svc.clusterlo
cal:7700

CHE
Manager®{| A
2ol ¢J2 L)

IE =0l

=

CHE
22)

manager

3(012)

Sample Zf

default

lena-was

Jlegt YAML T

M
=

X
o)

o

29

X

gol
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selector:

matchLabels:

type: lena-was

replicas: 2
strategy:

type: RollingUpdate
minReadySeconds: 10
revisionHistoryLimit: 1

template:
metadata:
labels:
type: lena-was
spec:
containers:

- name: lena-was
image: docker.io/lenacloud/lena-cluster:{TAG_NAME}
imagePullPolicy: Always

ports:
- containerPort: 8180
envFrom:
- configMapRef:
name: configmap-lena-was
readinessProbe:
httpGet:
path: /
port: 8180

initialDelaySeconds: 10
periodSeconds: 5
livenessProbe:
httpGet:
path: /
port: 8180
initialDelaySeconds: 15
periodSeconds: 5
volumes:
terminationGracePeriodSeconds: ©

apiVersion: vl
kind: ConfigMap
metadata:
name: configmap-lena-was
data:
LENA CONFIG_TEMPLATE DOWNLOAD: "Y*
LENA CONFIG_TEMPLATE ID: "WAS-001"
LENA MANAGER_ADDRESS: "lena-manager.default.svc.cluster.local:7700"
LENA MANAGER_KEY:
"aSW7RMPSw15LeN%2FMZnrxzjgVeBzZel1l8iVHZbI8CkdL1lea2Ecd8AleK9oPCLXuw%3D%3D"
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LENA_LICENSE_DOWNLOAD_URL: "manager"
LENA_CONTRACT_CODE: "pghzJlJqTdzaGtTuASr8yfw=="
JAVA_DOMAIN_CACHE_TTL: "3"

- B EAE>
HE = kubectl apply @@= AMaStTt MAHO| lena-was-deployment-sampleyaml(©|=tTH H{ZL

FaPe ot 2ot
$ kubectl apply -f lena-was-deployment-sample.yaml

- HHEZ 2 2>
2 = Workload= kubectl get @0 Mg S5 2Qlgt 4 It

$ kubectl get deployments
NAME READY AGE
lena-was 2/2 10s

Service
Ct2-2 Application ServiceE H{Z5}?| Y43 Manifest THY 2 32 24,

LENA Session Service Al (Manifest) ZtQ! of| A|

apiVersion: vl
kind: Service
metadata:
name: lena-was
spec:
selector:
type: lena-was
ports:
- port: 8180
targetPort: 8180

. HE A
H{E = kubectl apply §FL =2 Maiste}; TFUHO| |ena-was-service-sampleyamlO|2ttH H{E HHH2

cheat 2ot
$ kubectl apply -f lena-was-service-sample.yaml

- HEZ AL ZOl
HH Z= Workload+ kubectl get 0| A2 E31 &0l5 4 QICt
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$ kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

lena-was ClusterIP 10.43.xx.Xx <none> 8180/TCP 20s

4.4.4. Server & =9l

=1 =

Manager®| H&3t9% ‘Cluster > Serwce Cluster’ 59X 3 Service ClusterE& XMEHT
ST OIS SO} Server List ME & 201 1] 2516 WASS ESIEIC A Srelotct

o Server= Manager®| Scheduler®|| 2|3l SE&|E 2, %I 15% & X5 5=

ot

4.5. Embedded WAS Hjj X

4.5.1. H| X F=H|
H{E 9| Manager®| Embedded WAS Serverg §55}7| #aliM+= Manager®| X ‘Service Cluster'E

SE3500F St} Manager?] ‘Cluster > Server Cluster’ Ml 9X|%A WAS(Embedded) &2 Al
Service ClusterS AM/dstCt,

WAS Container= H&df 22 d1 @Y 7| Z22 H|E HH.

oy o Y8 CEEYRL uj 3
Workload & Deployment
Container Port TCP:8180

H8AIH 2% %2 - Workload 2

X8 A% Project T30l T2} 2HehM EHOF T AW 49 0% MYHE Manifest THU0Y X EH
Sample 2t CH2t 2T,

uyEYs 4y Sample 2t
Container Project® Architecture 2749 L2t MEE OS & lenacloud/lena-
Image JDK 79| BF= LENA Manager Image embedded:{TAG_NAME}
namespace KubernetesW =2|™ 1 & default
name Workload?] O|&, O] 22 Pod ©|2 / Hostname?| lena-was
Prefix2 A& _"—r.
label Service2to| AZ, HMO|| A2 5| = Label 2 Key: type: lena-was

Value’y© 2 Ho|=IC}
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M =

2P i gs 29 Sample 2t

strategy:type  Deployment Update %d#H, RollingUpdate, RollingUpdate
Recreate® &St Update’ M S ?|=

imagePullPolic  ©|0|X| Pull 4= Always

y

replica 7H4- Container (Pod) 7l 2

Probe HttpGetAction, ¥|3 Page, A| Xt Delay A|7F, A=

FI|& Application EA40f| UHEE MY TQ

JlEt BEMA  BHWAS] MYE ENV EE Config Mapo& 4% (configMap 441)
ot

Ir

o

Hso BAMas ChE 2Th 2 SFWAC| THE MAIE AP 22N Embedded WAS #7384

AR L Sample 2t
LENA_CONFIG_TEMPLATE_ID « Service Cluster g : Revision No WAS-001:1
LENA_MANAGER_ADDRESS * Service?| Domain 4 : LE lena-
(2N Mx|= Manager?| Service ) manager.defau
[t.svc.clusterlo
cal:7700
LENA_MANAGER_MONITORIN + Manager 24E{g Port & 16100
G_PORT
LENA_APP_FILE * Application Jar o} & sample-app.jar
LENA_APP_DIR * Application Jar 4=l E2]| & /usr/local/lena
MEANHY 2H &2 - ServiceH
My B gs  4Y Sample &
namespace Kubernetestf =&|™ 1 & & default
name ServiceE AlHst= 0|20, namespaceLH01|*1 Salgt 2F0|  lena-was
O{OF 3tLC}, 0| ZF2 Service DomainF 40| M- &t
type QB2 ServiceE =ESHs YA, FE =5 2720| gleH™

HE MXYo| 2LQ

4.5.3. Manifest 2|4}t Hj I

Workload

Kubernetesof|A{2| Container= Pod @92 M |54D1 Kubernetes Object2 2|&3% YAML ItQ3dAlol
Manifest T2 XA 510 MxX|5H= Fjo| AUt -|o HFAIO|C}

L_II_
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CHS-2 ManagersS AX|517| 915t Manifest Y ME0| D, M| WE2 oM HFH MY ¥=9 AH
w2}t Project B7H0f ST 2 HASIO] AFR S 4 QICtH

LENA Embedded WAS Workload®A| (Manifest) T+ of A|*

apiVersion: apps/vl
kind: Deployment
metadata:
name: lena-was
spec:
selector:
matchLabels:
type: lena-was
replicas: 2
strategy:
type: RollingUpdate
minReadySeconds: 10
revisionHistorylLimit: 1

template:
metadata:
labels:
type: lena-was
spec:
containers:

- name: lena-was
image: docker.io/lenacloud/lena-embedded: {TAG_NAME}
imagePullPolicy: Always
ports:
- containerPort: 8180

envFrom:
- configMapRef:
name: configmap-lena-was
readinessProbe:
httpGet:
path: /
port: 8180

initialDelaySeconds: 10
periodSeconds: 5
livenessProbe:
httpGet:
path: /
port: 8180
initialDelaySeconds: 15
periodSeconds: 5
volumes:
terminationGracePeriodSeconds: ©
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apiVersion: vl
kind: ConfigMap
metadata:
name: configmap-lena-was
data:
LENA CONFIG_TEMPLATE_ID: "WAS-001"
LENA_MANAGER_ADDRESS: "lena-manager.default.svc.cluster.local:7700"
LENA_APP_FILE: "sample-app.jar"

- B EAE>
H{Z = kubectl apply HEL 2 WSt MAUHO| lena-was-deployment-sampleyamlO|2tFH HfE
THS LS4 2.

$ kubectl apply -f lena-was-deployment-sample.yaml

- HEZ1 ZHol>
i = Workload+= kubectl get B0 Al E31 2015 4 QICt

$ kubectl get deployments
NAME READY AGE
lena-was 2/2 1@s

Service
Ct2-2 Application ServiceE H{Z5}?| Y3 Manifest IHY 2 32 24y,

LENA Session Service® Al (Manifest) It of| A|

apiVersion: vl
kind: Service
metadata:

name: lena-was

spec:
selector:
type: lena-was
ports:
- port: 8180

targetPort: 8180

- HE A
H{E = kubectl apply §FL =2 Maiste; TFUHO| |ena-was-service-sampleyamlO|2tH H{E HH2

che ot 2,

$ kubectl apply -f lena-was-service-sample.yaml
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- BHE AT} SOl
Hi = Workload= kubectl get o] M3l S Eoff &It 4~ U},

$ kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

lena-was ClusterIP 10.43.xx.XX <none> 8180/TCP 20s

4.5.4. Server & =9I

Managerdj| —’_'.“— t ‘Cluster > Service Cluster’ 050X i Service ClusterS XMEASIO] YA
SEHREE QUL Server List HE S S 5HH 5tTO|| 2202 WASIF 3|5 &= A3 2QITHT,

0 Server= Manager®| Scheduler®] 2J3§ S2E/22, 2t 15% & X5 S2&C}

4.6. Web Server H{E (EN-A)

4.6.1. H{ X FH|

HHZE 740l Manager®| Web Serverg 5575t7| ?/3liM= Manager®|| X ‘Service Cluster'E & 5t0{0F Sttt
r

=517|
Manager?] ‘Cluster > Server Cluster’ M| 9X|0|A WEB server (EN-A) §&2| A+ Service Clusterg
M A BHTY
O O

4=l Service Cluster?] Template §49| 4 Web Server*E”E! S ottt A™ 8 5 oM M= WAS2E Web
Server AH|E Aol A= Virtual Host 0| M Proxy 40| T 5}

MY E MY ZTemplated]| 3t Revisiond 4/ 3tCt. RevisionO| 4= 0{oF XFFE 452 Download}
2t-s 3 XL

Service Cluster’iAd Q! 22| e AbA|

- O

o

&2 2=

okl

MU 2B wE'S HET.

e
Ho

4.6.2. 4% %2

g MY %8

=

Web Server Containere Tr31} 22 H1 MY S 7|22 & HYE | O{Of ST,

uy ¥ g2 a7y 3t/ 4 |2
Workload 3% Deployment
Container Port TCP: 7180 HAZIt

HEAIH 2% %2 - Workload 2

X8 A% Project #0l W2k 2HHA HEHOF & MY 49 0|F MYEE Manifest U XEH
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Container Image

namespace

name

label

strategy:type
imagePullPolicy
replica 2|~

Probe (Health
Check)

|Ef $

LENA_CONFIG_TE
MPLATE_ID

LENA_MANAGER
_ADDRESS

LENA_MANAGER
_KEY

LENA_CONFIG_TE
MPLATE_DOWNL
OAD

LENA_CONTRACT
_CODE

LENA_LICENSE_D
OWNLOAD_URL

LENA_RUN_AGEN
T

AL TR 2L 2wy

Chapter 4. Kubernetes ?|%t H{ZE

a3

Project'® Architecture 2740 W2t MHEE OS 2! JDK HHO|
St= LENA Manager Image

Kubernetestf =2/ 1 & ™

Workload®| 0| &, 0| Zf2 Pod ©|& / Hostname&| Prefix2

Apg L,

Service2t9]
Mo ek,

Deployment Update d*

HA, M| A2 &= LabelZ Key: Value¥2 2

o|a|x| Pull
Container (Pod) 7l 4=

HttpGetAction Al X3 Page, A|ZF DelayA| 2t F7|&
Application E/40f| Gt Md =Q

A4 MY ENV £ Config Map2 2 MY It

o oigt Mgt 2

« Service Cluster g : Revision No

« Service?] Domain £ : ZE
(M MX|= Manager?] Service F4)

« LENA_MANAGER_KEY : Open APIZ Manager ™ZA|
W5t olZER

. Manager_.l Admin > Users H| 79| M 2

20I0ts

- MY YU e RE oy

L Bo|MA R RE 93|

* Agent YA F
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Ho 23 XM Web Server 2

Sample Z¥

lenacloud/lena-
web:{TAG_NAME}

default

lena-web

type: lena-web

RollingUpdate
Always
2

/T 2E 5% 7,
15%/20% Delay

(configMap &4l)

A
He

Sample 2}

WEB-001:1

lena-
manager.default.s
vc.clusterlocal:77
00

(PHE
Manager9| A &+Ql
HERED

(" 2E ol
Q)

manager
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o _
yypEYgs a9y Sample 2t
namespace Kubernetesf =2|™ 1 & default
name ServiceE M= 0|52 = namespaceH{Of| M 5T 40| lena-web

Ofof StC}, 0| 2F2 Service DomainFE 40| M8 ECt.

type QEZ ServiceE &0t YA B2 £ @HO| QIO NodePort
HE AMXo| 2mg (port 31180)

4.6.3. Manifest 7|t Hj X

Workload

Kubernetes?||X{2] Container= Pod T = MX|ZH, Kubernetes ObjectE ?|=%H YAML IpUHAlQ
Manifest It S X’goto] Ex[st= 0] UHU FHOIH.

CHe-2 Managers Ad%|5t7| 9|3t Manifest T4 AHZo|1, AbK| LHE
th2f PrOJect $HH0j| QHZ 2 A 510 AFREH & QiCt

ro

@M 28 2%

odr

=X

XY

g1

LENA Web Workload® M| (Manifest) Tt of| A|

apiVersion: apps/vl
kind: Deployment
metadata:
name: lena-web
spec:
selector:
matchLabels:
type: lena-web
replicas: 1
strategy:
type: RollingUpdate
minReadySeconds: 10
revisionHistorylLimit: 1

template:
metadata:
labels:
type: lena-web
spec:
containers:

- name: lena-web
image: docker.io/lenacloud/lena-web:{TAG_NAME}
imagePullPolicy: Always
ports:
- containerPort: 7180
readinessProbe:
httpGet:
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path: /
port: 7180
initialDelaySeconds: 5
periodSeconds: 5
livenessProbe:
httpGet:
path: /
port: 7180
initialDelaySeconds: 10
periodSeconds: 10
envFrom:
- configMapRef:
name: configmap-lena-web
terminationGracePeriodSeconds: ©

apiVersion: vl
kind: ConfigMap
metadata:
name: configmap-lena-web
data:
LENA_ MANAGER_ADDRESS: "lena-manager.default.svc.cluster.local:7700"
LENA_AGENT_RUN: "Y"
LENA_CONFIG_TEMPLATE_ID: "WEB-001:1"
LENA_CONFIG_TEMPLATE_DOWNLOAD: "Y"
LENA_MANAGER_KEY:
"aSwW7RMPSw15LeN%2FMZnrxzjgVeBzZel18iVHZbI8CkdL1lea2Ecd8AleK9oPCLXuw%3D%3D"
LENA LICENSE_DOWNLOAD URL: "manager"
LENA CONTRACT_CODE: "dX89RRxPk6/PBPgbUuYm7w=="

 HiE A
H{EE= kubectl apply HHL 2 AMaHstr}; MATHO| |ena-web-deployment-sampleyamlO|2ttH H{ I
FYye e 2o

$ kubectl apply -f lena-web-deployment-sample.yaml

- HiEZZA L ZOl
HH = Workload+= kubectl get 30| A2 E31 &0lI5t 4 QICt

$ kubectl get deployments
NAME READY AGE

lena-web 2/2 10m

lena-was 2/2 10s
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Service
Cr2-2 Application ServiceE H{Z5}?| Y3 Manifest ItY 2 32 24,

LENA Session Service® 4| (Manifest) ZtQ! of| A|

apiVersion: vl
kind: Service
metadata:

name: lena-web

spec:

selector:
type: lena-web

ports:

- nodePort: 31180
port: 7180
targetPort: 7180

type: NodePort

. HY I AlISH
H{E = kubectl apply @dLo 2 Aottt IrAHO| lena-web-service-sampleyam|©|2fH H{E H&

cheat 2,

ro

$ kubectl apply -f lena-web-service-sample.yaml

« H{ZZ A D} =0l
HH Z = Workload+= kubectl get 30| A2 E31 &0I5 4 QICt

$ kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

lena-web NodePort 10.43.xx.xX <none> 7180:31180/TCP 13h

4.6.4. Server 55§ &9l

Manageroj| —’_-,“—'tal ‘Cluster > Service Cluster’ H|59%X 3 Service ClusterS XMEASI| N
SEC R E ISt Server List HE 2 2 H5IH S5HTHO|| 27H2] Web Server?t Z3|&E|& 32 2Isto}.

o Server= Manager®| Scheduler®|| 2|3l SE&|E =2, 2|0 15% & X5 SHY

4.7. Web Server H{E (EN-N)

4.7.1. U E =H|

HEj £ 2H0l| Manager©|| Web ServerE S%37| 918l A= Manager®| X "Service Cluster'S 5= 5} 0F Bttt
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Manager®] ‘Cluster > Server Cluster’ |+ 9{%|9|X WEB server (EN-N) §&2| A+ Service Clusterg
AT

4=l Service Cluster?| Template 9| 4] Web Server’dd 2 ottt M W& F oM HdE WAS2F Web
Server AH|E 3l M+ Virtual Host &9 A Proxy ‘27 0| TR 5},

A™E M ZTemplate©f| Hidt Revision2 M/d3Ht. Revision©| 4/d=[o{oF XM&HE ME 2 Download?f

ShSSHEICE

21 AFN|

ra

&2 =X

okl

S0l @ HK U’ HETCE

Ho

Service ClusteriAd 2! =2

r

- O — [} [
472 4% %2
g 4y $S
Web Server Containere= &2 ZH2 H1 Y E 7| HHj I | Of of 3t
MY BH 43 M 2/ 4 o2
Workload 3 & Deployment
Container Port TCP:7180 HE=2f

HMEAH A% %2 - Workload 23

X8 A% Project T30l T2} 2HehM HEHOF & 4% 49 0% MYEE Manifest THU0| K& T

Hep2 M Sample 2

Container Image Project8 Architecture 279 2} MEE OS ¥ JDK HHY|  lenacloud/lena-

St= LENA Manager Image web:{TAG_NAME}

namespace Kuberneteslf =2|™ 1& ™ default

name Workload®| 0| &, 0| Zf2 Pod ©|& / Hostname&| Prefix2 lena-web
ATt

label Service2te| A4, HMO|| At L= Label= Key: Value’2 2  type: lena-web
DL

strategy:type Deployment Update %=t RollingUpdate

imagePullPolicy O|0|X| Pull d=H Always

replica 2|3~ Container (Pod) 7l 4= 2

Probe (Health HttpGetAction 4! X3 Page, A% DelayA|2t, 32| = V'"®E, 5% F7,

Check) Application E/49| 5 4 T 15%/20% Delay

|t BEHA #ZH+9 HF¥2 ENV E= Config MapL 2 27 s (configMap g 4))

A Jtsth B8 a3 20 2 FgE0 ok YAt 282 &M Web Server #FH
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#Pu ek
LENA_CONFIG_TE
MPLATE_ID

« Service Cluster & : Revision No

LENA_MANAGER - Service?| Domain &4 : £E

Chapter 4. Kubernetes ?|%t H{ZE

Sample Z¥

WEB-001:1

lena-

_ADDRESS (UM Mx|= I\/Ianager_l Service F=2) manager.default.s
vc.clusterlocal:77
00

LENA_MANAGER « LENA_MANAGER_KEY : Open APIZ Manager ™MZAl (PHE
_KEY HRstAZER Manager®i| A &2l

. _ olaq II.IR)

- Manager2| Admin > Users H|‘50{| M &0I17}t5 /0=
LENA_CONFIG_TE - AN HHCGRZE of Y
MPLATE_DOWNL
OAD
LENA_CONTRACT - 2}O|MA IR ZCE Qo AHok = (O ZE ol
-CODE CBto|MA g A HBH AE 3 249)
LENA_LICENSE_D « ZO|MA IR ZE K| manager
OWNLOAD_URL
HEAH 2% Y2 - ServiceBH
yypHgs 43 Sample 2t
namespace KubernetesW =2|d 1§ ¥ default
name ServiceE AMEdt= 0|52 &2, namespace{ M FLTH 2Ol  lena-web
OfOf Strt. O] ZF2 Service DomainF 20| M-8 T
type QEZ ServiceE &0t YA 82 £ @ HO| QIO NodePort
HE MYo| 2LQ (port 31180)

4.7.3. Manifest 7|t Hj X

Workload

Kubernetes©||A2] Container= Pod @3z A

Manifest It & ZH/45t0] MX|5t= 70| UHH™ c|>_ HfAlo|C}
Cr2-2 Managerg MX|512| 8t Manifest THY MEO|11, 4
2t PrOJect 370 QHZ 2 A0 AL A 9lCt

LENA Web Workload Al (Manifest) It ofA|

apiVersion: apps/vl
kind: Deployment
metadata:
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name: lena-wbn
spec:

selector:

matchLabels:

type: lena-wbn

replicas: 1
strategy:

type: RollingUpdate
minReadySeconds: 10
revisionHistoryLimit: 1

template:
metadata:
labels:
type: lena-web
spec:
containers:

- name: lena-web
image: docker.io/lenacloud/lena-wbn:{TAG_NAME}
imagePullPolicy: Always
ports:
- containerPort: 7180
readinessProbe:
httpGet:
path: /
port: 7180
initialDelaySeconds: 5
periodSeconds: 5
livenessProbe:
httpGet:
path: /
port: 7180
initialDelaySeconds: 10
periodSeconds: 10
envFrom:
- configMapRef:
name: configmap-lena-wbn
terminationGracePeriodSeconds: @

apiVersion: vl
kind: ConfigMap
metadata:
name: configmap-lena-wbn
data:
LENA MANAGER_ADDRESS: "lena-manager.default.svc.cluster.local:7700"
LENA_AGENT _RUN: "Y"
LENA CONFIG_TEMPLATE ID: "WEBN-001:1"
LENA CONFIG_TEMPLATE DOWNLOAD: "Y*
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LENA MANAGER_KEY:
"aSW7RMPSw15LeN%2FMZnrxzjgVeBzZel1l8iVHZbI8CkdL1lea2Ecd8AleK9oPCLXuw%3D%3D"

LENA LICENSE_DOWNLOAD URL: "manager"

LENA CONTRACT_CODE: "dX89RRxPk6/PBPgbUuYm7w=="

S
HiE = kubectl apply HHL 2 AsHstr}; MAUTHO| |ena-web-deployment-sampleyamlO|2ttH H{ I

FHe Chgn 2ot
$ kubectl apply -f lena-web-deployment-sample.yaml

- HEZZ L Zol
H Z = Workload+ kubectl get @0 AlHS E31 &0I5t 4 QICt

$ kubectl get deployments
NAME READY AGE

lena-web 2/2 10m

lena-was 2/2 10s

Service
Cr2-2 Application ServiceE H{ZE5}2| Y3 Manifest ItY 2 32 24,

LENA Session Service® || (Manifest) It of| A|

apiVersion: vl
kind: Service
metadata:

name: lena-wbn

spec:

selector:
type: lena-wbn

ports:

- nodePort: 31180
port: 7180
targetPort: 7180

type: NodePort

« HiEZ AN
H{Z = kubectl apply HHO 2 AMaistCt MAUHO| lena-web-service-sampleyamlO|2}H H{ X Ha o

Che It 2Tt
$ kubectl apply -f lena-web-service-sample.yaml

- HEZZA L Zol
HH Z = Workload+ kubectl get 0| Adg E31 &0I5 4 QICt
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Installation

$ kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

lena-web NodePort 10.43.xX.xX <none> 7180:31180/TCP 13h

4.7.4. Server & &9
Manager®| H&3t0% ‘Cluster > Service Cluster’ H|79X 3 Service ClusterE MdHEisI ¥
S sto| et
=2 L -

SEAFE HQUTHCt. Server List HE S S5HH oFHOf| 2719] Web Server?f X8| = A
s 554

a

o O

Server= Manager®] Schedulerd|| 2|3l SEX B2, £ 15 & X}
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Chapter 5. ECS 7|t A X|

oM ECSZFOM LENA ME| == LENA ©|0|X| 2|gre| ofZ2{3[0]"dS Container2 H{XESt=
Ao, AWS Consoles &M 2X|ot= YHS Y. Lo, LTHYU ECS 2o Hig
H|2fstd, ECSZHF0M LENAS #+&35t7| Ao B/ WET HED.

4T o rix
rlomjo

EH
=]
=]

e

5.1. ECS 7|2
ECS= AWSO|AM X|Z3t= Container A{H|A ZZHEOZ DockerE O|85t0 EC2 QUAEIA Atof A
Containerg H{Z/2YFstL, Y ServiceE X|-5dt= ContainerE Task B = F9{A Replica, Service
Discovery, L/B, Auto-scale M 52 #2¥ + = ?lsE MSHH.

Mx] =
5.2. x| =4
Ch22t 22 ECS #F0| 0|8 ZH|E|of ofof it

« ECS Cluster & ECS =i 45t
« ECS &0l M H2 7153t Docker Registry (% : ECR, Docker Hub)

FIHCZ Container ?|¥F ManagerE AMX[5}2] oliN= F MY22F ZRotL, O|HE2 Manager
Container®] A441/2% Ao & 7| Z B|o|&f U TUL X|&XO 2 QX|5t7| 9of AHGEL.

L EFS S 9% HEA ot 23 ol

Container ?|8F Manager ¥ Session ServerE M X|5}7| ¢{3lj A= Service Discovery ?|5°| H&&|= &3
(awsvpc ?|9F EC2, Fargate 3! X[ Region)QIX| AtH &kQI0| T Q St

* ECS Service Discovery M-& 7t5 &3

5.3. Manager H{j &

ECSZHHO|ME Manager Instance?] F&/d EXE 32| i 1) LY FL 2) & Volume & 2HX|7t
LQstCt 1 FAE ECSY Service Discoverylf ELB HZAE SoM 715510, 2% Volume EFS HZAZ
&l M-S 7hs 3t 52| M= Service Discovery®?} EFSE &8t Manager B Z0f| tfsl 4 Stet.

Manager Container= H32 Z2 H1 & 7|&2 2 HfEE|O{Of 3L},

Table 2. ECS?|¥t Manager & %| - H{Z J|=

N o $S M gt/ 49 42
Service 73 Replica -
Replica?li 4~ 1 -
Service Discovery Service Discovery At-& -
Volume Mount Y=l &2 /usr/local/lena/repositoryE EFSO| A& -
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MM 2% ¥

HE AME Project 230 Waf 2o HEHOF T 2 4% o|F HAFEHE FX|IFAM AEEE
Sample g{2 H52 ZH.

Table 3. ECS?|48F Manager A% - HE2A|H Z2H &=

MM o3 g8 Mo Sample 2}
Container Image Projectt® Architecture 270 lenacloud/lena-

wap MEE OS 2 JDK HHoj| manager{TAG_NAME}
St= LENA I\/Ianager Image

Probe (Health Check) HttpGetAction, ‘/lena’ H|O| X|

TE
Task 2! Service name Task 2! Service & 0|2 lena-manager
Service Namespace Service M A| Domain 322 local

Suffix@ Arg

Service Discovery Name ServiceAM A| Domain £42] lena-manager
Prefix2 A&

M OPS e HEHAL CHTE 20k 2 HYHA0) IS ALE ML 2 X9 Manager #EH4 B

xS

Table 4. ECS?|%F Manager & X| - #F 4
#3es Ay Sample 2t
LENA_JVM_HEAP_SIZE + Heap Memory 37| X|%H 1024m (7| &)
LENA_JVM_METASPACE_SIZE * Metaspace Memory37| 256m (7|£)

LENA_MANAGER_DOMAIN_EN + Domain Name &/d3} o{ & Y

ABLED
LENA_MANAGER_ADDRESS + Service®| Domain 4 : ZE  |ena-managerlocal:7700
JAVA_DOMAIN_CACHE_TTL + Domain #2 Cache A2t (X) 3 (P|&)

Task®| ©|F, HTHE2 Project? EFO|| Iaf Yo
=32 7?0t Bash £ Y. 5t2|0 Y= = EFY

Task 9

Container § EE X 5tot= TaskE ™9 5Tt
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Aol ol ol g

=gd o Mg

-]
2
I8
L3

HE¢3 2E

Figure 15. ECS?|8t Manager A %| - Task 2

Volume 37}

Chapter 5. ECS 7|8t A x|

lena-manager [i]

FARGATE

]

ecsTaskExecutionRole -
CIZE| AWS MH| A0 API B S 2 [ Z0| A
T Qe 1AM EE 2AULCH 1AM 22
mazon Elastic Container Service &3 =2
FUAIR &

ob 2 op

awsvpc - O

Task §2| 9| M Manager RepositoryS XH& EFSet XH % E L E F2HH.

—
0|8 | EFS-lena-manager (i}
28 RY | EFS MR
Y A A D —SsEmsesme v < o
Create an Amazon Elastic File Systemin
the Amazon EFS Console (2
Access pointID | None - c e
Create an access point for your file
system in the Amazon EFS Console &
FE C|¥E2] | /lena-manager-repository (i}

Figure 16. ECS?|%F Manager %] - Volume 7}

Container 37}

0| &, o|0|X|59 7|2 Container’d & & YT,

O|0JX]* | dockerio/lenasupport/lena-manager:1.3.1.0_3-centos7-jdks-openjdk (i ]

Figure 17. ECS?|8F Manager "d%| - Container 37}

sy 4%

Container 4% & AHLSE FI3HH. Manager W£0l| X Manager?] Service Discovery A& QIAIGHX|
25t02 0|2 #AHtHA [ENA_MANAGER_ADDRESSZ 9!21g 5ir}.
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2y s

valueFrom' 2 =2 AHESHE AWS Systems Manager TH2H0|H ME A 7| IE= ARNES A EE 5 &L CHL ECSE 0] gt «A|ZtS 2 FHH 0|y =gt

LENA_MANAGER_ADDRESS Value - lena-manager.local: 7700 =]
LENA_MANAGER_DOMAIN_ENABLED Value hd Y
7| F7F Value - 2l 77

Figure 18. ECS?|9F Manager A X| - SZtH4 A

Health Check A%

http://localhost:7700/lena/ H|O| X| & & &5}= Health Check Y& E =S}

Volume 0§

M FI15t Volume: Containerd] £ Directory2t O SHC,

2EEX A =2

971 g 2E Y AAY

EFS-lena-manager ~

{usrflocallena/repository

Figure 19. ECS?|gt Manager 2 %| - Volume 0%

5.3.3. Service MH
MH| A Ho|

HM Bt TaskE X 21 &5/2FG5t7| #T ServiceS 2| 2.

=t Ho| WmUE
lena-manager - Zh oled
:;__(Iatest) -
ZHE ™ | LATEST ~- 0
Z2{AE  LN-TEST-O1 - 0
MH|A 0]F | lena-manager (i}
AH|A f3* REPLICA (]
SR E o

Figure 20. ECS?|gt Manager " %| - Service "g<]
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MH| A M (Service Discovery) 4%

AWSE ECS?H MH|AES AZASIO ALRE & QITZE AMH|A HM (Service Discovery) 7|52 X|Y3tct.
Manager+ Service Discovery ?| 5= ©| 835t 1{E FA 5 &H5IH Ef Server?] A% -JrE{ ':" Dy

’ls& METH.

Mbl2 M B2 SR
eiamol2® | local | Zato[4l M L

MHIZ ZSMHIA T4 @ AEE MR B A2 8Y
I1E el B A 2 H

—a=

MH| A ZM 0|2 | lena-manager o

Figure 21. ECS?|&t Manager *2%| - Service Discovery 4%

5.3.4. Service 7| & % &9l

Service ?|S2 Service H2|2 XE5IH J|50| AZEIC} ECS Cluster] SHHO|A AMH|A QU EH EHO|| A
2F3 2 Service2t Task| ME{E &QITHT

Service 4tEf &9l

My~ =l ECSOAHA | HHA] U= A | Tags BT I3A
o dHolE ALK ol -
manager A= ea | ALL v  MHA893d ALL v
MH[~ 0|2 13| MU~ g+ ... =l Hol glof= e, A Fol o -
lena-manager... ACTIVE REPLICA lena-manager... 1 1
Figure 22. ECS?|8t Manager A4 %| - Service AEH &2l
Task AfEj| gl
ME[A | =Y ECSQAHA | ZHA | OUdEHEHH | Tags | EF I=4
A =t sl =X Rz =% i -
213} xtet tef: (Running) Stoppes
I = AZERE ALL hd
= =] L) FHO|H QA A OpX| ok AHEf
e0831450-d951-4de3-8d...  lena-manager... -- RUNNING

Figure 23. ECS?|8F Manager A X| - Task AEl 22l
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5.4. Session Server H| X

ECSOM ZFME Session Server®| MH[AES Pfs| UMFF427F BRSIG 1Y FAE ECSY Service
Discoveryt ELB HZ22 &3llM 2H-55tt. HZ%| M= Service Discovery & &-&3t Session Server Hi ZOj|

Chsif gt

5.4.1. H{ E FH|

B3N Session Server H{XE FH| 22 M

njo
oz
kA
r&
iul

5.4.2. 4% ¥

CELR T

J

Session Server Container= OS24t ZH2 M1 MHE J7|F O 2 UYL O{Of StC}

Table 5. ECS 2|4} Session Server H{Z 7| &

oY BH 43 M3 3t/ 44 |2

Service & Replica -

Service / Replica?li Service 27}, 2t Service -
Replica 17

Container Port TCP:5180 -

Probe ${LENA_SERVER_HOME}/healt -
hsh &%

gAY 2% ¥

1% Project 20 W2t 2YSA HBHOF ¥ M 249 0|F MYEE Task Y Service Ao
Sample gf2 o3 2ot

Table 6. ECS?|8F Session Server AX| - MEA|H 2 &=

(LN

cEEGR oy Sample 3!
Container Image Project® Architecture 270 w2t MEE OS 3 lenacloud/lena-
JDK 9| 8F= LENA Manager Image session:{TAG_NAME}

Task 2! Service name Task 2! Service & 0|2 lena-session
Service Namespace ServiceAMA| Domain FA9| Suffix2 A& local
Service Discovery ServiceAMA| Domain 49| Prefix2 A& lena-session
Name

tstt BEH,E T2 2 2P P A0 Tt Mt M2 X Session Server EFH 2&

o2 x
4 o

Table 7. ECS?|gt Session Server AX| - StHH 4
#3Hs Ck: Sample 2t

LENA_JVM_HEAP_SIZE =~ - Heap Memory 37| X|7g 1024m (7| &)
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HPHs Ck: Sample 2}
LENA_CONFIG_TEMPL « Service Cluster & : Revision No SESSION-001
ATE_ID

LENA_MANAGER_ADD * Service?] Domain 4 : LE lena-

RESS manager.local: 7700
JAVA_DOMAIN_CACHE - Domain &2 Cache A2t (X) 0(21%)

_TTL

LENA_SESSION_O_AD * Primary Session AMH<2| AMH|A FA Service lena-session-
DRESS H 2 Service Discovery Ao 2 Z0Ql 0.locall5180

F49 YF|E|ofof

LENA_SESSION_1_AD + Secondary Session AH2] *‘IHI* ZF 2, Service lena-session-
DRESS H 3! Service Discovery ‘279 ELrE Tl 1.local:5180
F 40} Yx|E|ofof

LENA_SESSION_EXPIR + Session Bt& A|2H () 1800 (?]&)
E_SEC

LENA_CONFIG_SHARE « Application Zf Session 339§ N
_SESSION

Tasko| 0|2, WFS L Projecte] EXO| wat Qais}?|

HI5HH, h29| A= Container 2 & LENA
292 9ol LR LU MYTICY 57| WYHE A 2

A'II-IEI-% _E__l MD=I° 5éll-_7li_t:s_|-|:,|-_

oA ﬂllﬂl
1o
N
M

Task H2J

Container YE & E&H5tE= TaskS Ho st}

=l Ho| 0]8* | |ena-session i ]

=gd 9 Atg FARGATE

= o8t | ecsTaskExecutionRole - o
IS E AWS MBI API 2B S 2 [ 2H2H0| A
£ £ A 1AM S SHYLC 1AM 220 M
Amazon Elastic Container Service &3 92 E A4
SHAIL. @
HEZ3 B | awsvpc * O
Figure 24. ECS?|8t Session Server MX| - Task 42|

Container £}

0|, °|0|X| 52| ?|& Container’d 2 & U= 3L
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HHO|H 0] | |ena-session o

O|OJX]* | dockerio/flenasupport/lena-session 1.3.1n.0_3-centos7-idks-openidk [i]

Figure 25. ECS?|4t Session Server AX| - Container 32t

sy 4%

Container AN = SHH S

nju

Fot9ict,

riet

4

i

valueFrom' 2E& AMESHH AWS Systems Manager THEH0| B & E4 7| £= ARNES RIEZ =& A& CH ECS= 0] 2HE 2A|Zt2 2 7iH0|
Hol| =L

LENA_SESSION_0_ADDRESS Vailue - lena-session0.local 5180 o
LENA_SESSION_1_ADDRESS Value hd lena-session1.local:5180 o
LENA_MANAGER_ADDRESS Value A lena-manager.local: 7700 Q
LENA_SESSION_EXPIRE_SEC aiue v 1800 o
LENA_CONFIG_TEMPLATE_ID alue hd SESSION-001 o
LENA_CONFIG_SHARE_SESSION alue - N o
F =T Value - FF T

Figure 26. ECS?|8t Session Server MX| - 3 HS HH

o LENA_SESSION_1_ADDRESS &t 40 HtE A| Secondary Session Service2| Service

5.4.4. Service M7
Hu|2 el

oM OISt TaskE AUl 7|5/ Y517| 9Tt Service HOITHCY,
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A ol mEE
lena-session - Zhole
:;;(Iatest) -

EMZ HHE | LATEST v O

22{2H lena-cluster-fargate-ecs - O
MH|A 0|2 | |ena-sessionD o
MH|A G REPLICA o

A M= 1 o

Figure 27. ECS?|gt Session Server AX| - Service 72|

MH|A HM (Service Discovery) A%

AWSE ECS?ZH MH|ASES AHAASHO ALREH &

Manager+ Service Discovery 7|52 ©|-85t%
’ls2 MSTH.

/\1H|ﬁ ’T:]“‘H (M EH Al-‘é‘}}

- [ | =
M|~ Z42 DNSE S5 22 5 YE e
AHI2 24 53 2o
HI YA H 0|2

|2 248 u|2 74

AH| 2 7448 o] 2

Figure 28. ECS?|4t Session Server A X|

5.4.5. Service 7| % =2l

=
&2 Service P& XMY5tH 2|5

Service ?|& s
SCEELEE

2F=2l Serwcegr Task2]

re

Service 4tEf &9l

Copyright© LG CNS. All rights reserved.

UAHO|AE H4517] 2|5l Amazon Route 535

v
local | =2t0[El ~ 0
® MEZ MH|A B MH[A H e
71 ul2 B Auls He
lena-session0 o

- Service Discovery A%

O| A|EFEIC} ECS Cluster®| ZHHO|A AH|A

M (Service Discovery) 2|52
510, Ef Server?] M e L DU EH

Mg

X H o,

al Xt
< 1 d
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Az | =y

3 ECS ¢IAEA | ZFA | odE =Y | Tags | 8F 324
g HHoIE AL =t ~
session A&t e AL w  MHAgH ALL
MH|~ 0|2 Al M|~ g ol R o] o=
lena-session0 ACTIVE REPLICA lena-session:1 1
lena-session1 ACTIVE REPLICA lena-session:1 1
Figure 29. ECS?|8t Session Server M X| - Service 4Ef &<l
Al g}Oo
Task ‘JEf &<l
A | A = ECS 2lAHA ZdHA of o=l = Tags
M=o M =X RE X =t -
g5t el A Stopped
Ses5ion AErod Al -
=y =] 1] HEHolH 2l

cedaz2fef-b9c0-4325-b22...  lena-session:1 -

d560e17d-3f6c-471c-bec...  lena-session:1 -

Figure 30. ECS?|8t Session Server A X| - Task 4 EffEQ!

5.5. WAS H{ X

5.5.1. H{ X FH|

22 WAS HIEZH| £2 4o

njo
o2
P
re
0

552 dH &=

e 4%

o
Jla

WAS Container= 21t 2Zte 4

kl
iz
oxd
njo
N
MM
|o
Hu
H
ria
—

Table 8. ECS?|8F WAS A% - B{E 7|Z

Ny o §S

O HA =2
Service 5& Replica
Container Port TCP : 8180
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1
k.
02
ofy
r

OFX| o} El
RUNNING

RUNNING
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Table 9. ECS?|8t WAS MX| - H8AH 2 &=

CEECR T My Sample 2!

Container Image Project8 Architecture 270 2t MEE OS Y lenacloud/lena-
JDK 79| 8F= LENA Manager Image cluster{TAG_NAME}

Task 2! Service name Task 2! Service 2| 0| lena-was

label Service2te| ¢, HMO| AR L= LabelZ Key: type: lena-was
Valuey S 2 Ho|=|Ct

Service Namespace ServiceAMA| Domain A9 SuffixZ A& local

Service Discovery ServiceAMA| Domain =42 Prefix2 Ar& lena-was

Name

Probe (Health Check)  #|3 Page, A%t Delay A|2F, 37|= Application VT EE

S40| ¥EE HH LR

U OHsE BEYAL CHET 2 2 HARL| O AME HFS 2 M WAS B4 L2
HECY,
Table 10. ECS?|¥F WAS MX%| - BN
23y 2% Sample 2t
LENA_CONFIG_TEMPL « Service Cluster g : Revision No WAS-001:1
ATE_ID

LENA_MANAGER_ADD « Service®] Domain F£4& : ZE (YA MX|=E lena-
RESS Manager®| Service ) manager.local:7700

LENA_MANAGER_KEY + LENA_MANAGER_KEY : Open APIZ Manager (°H*E Manager?
HIA Qs =E=R Administration > IAM >

= 3to| gl
+ Manager®| Admin > Users M| 70| A &<l J}5 Users 0| &0 A &0l 2l

U ma)
LENA_CONFIG_TEMPL AN HE OEE 6F Y
ATE_DOWNLOAD
LENA_CONTRACT_CO « YO|MA GREEE Tt A T E O ZE =01 TQ)
o L BojMA W A M BY 2E P
LENA_LICENSE_DOWN manager
LOAD_URL
JAVA_DOMAIN_CACHE = - Domain F2 Cache A2 (X) 3(718)
_TTL

k
Task2| 0|5, H2HS2 Projectd] EFOf L2y °'E4UP|% U510, 542|%|M= Container 9| & LENA
2ae F2U 2F¢UH. sl 2= 28 JIE2 22M B8 ¥5 FEd 2%2

= — T
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Task™ 2|

ECS?|8F WAS M X| - Task™ 9|

Container Y 2 & E5t5t= TaskES X o| 5ot

= Ho 0|2* | |ena-was i ]

=3d 9F Atgl FARGATE

M
2
18
at

ecsTaskExecutionRole -

PIZE AWS ME|A0 AP E2EE
S 5+ s 1AM =B 24ULCH
Amazon Elastic Container Service
oHAAl 2 @

HEY3 BE  awsvpc AN i )

Container 7}
O|Z, o|0|X| 59| I|& Container’§ 25 U=sict.
ZHO|H 0|5 | lena-was o

O|O|X]* | dockerio/lenasupport/lena-cluster:1.3.1n.0_3-centes7-jdk8-openjdk (]

Figure 31. ECS?|gF WAS M X| - Container 7}
#FHS 97
Container 4% HAHSZ FIoiCt

27w

‘valueFrom' 2@ E2 AH2SHY AWS Systems Manager LH2H0| 6 HEH- 7| = ARNS K| EE 5 Q&L ECSE 0] 28 HA|ZH2 2 HE LY =ty

=3

JAVA_DOMAIN_CACHE_TTL value - 3 o
LENA_CONFIG_TEMPLATE_DOWNLOAD Value - Y o
LENA_CONFIG_TEMPLATE_ID Value - WAS-001 o
LENA_CONTRACT_CODE Value - dhxq+Mjkg8C+jtvaLTKaBQ== o
LENA_LICENSE_DOWNLOAD_URL value - manager o
LENA_MANAGER_ADDRESS Value - lena-manger local: 7700 o
LENA_MANAGER_KEY Value - %2FS996W2rielBho9C4ou0%2BrEF 2XxRZ3FVNZTWS. o
7| 27 ‘alue -

Figure 32. ECS?|%F WAS x| - 3tAHS: M

5.5.4. Service M7
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MH| A Hol

M O3t TaskE M| 7| 5/2H5t7| 3t ServiceS HO| $HCt.

gl go| mE
lena-was - 7k olad
r:(lalest) v
ZHE WM | LATEST - 0
Z222H | lena-clusler-fargale-ecs - ©
MH|£ 0| | lena-was (i)
MH|X #§8* REPLICA o
T | 4 o
Figure 33. ECS?|8F WAS 2 X| - Service 2
MU|A HAM (Service Discovery) 4%
AWSE ECSZH MHE|AF °‘|”Uf°“| e & UEE MH|A HM (Service Discovery) 2|52 X|€3tet.
Manager+ Service Dlscovery I|5S 0|85t I HE FAE SHSLY, Ef Server?] AN e '3-:' Dy

lsE MseH.

ME|2~ Z42 DNSE S8 #£ =+ 2l LT[ 2F ¥43517] 2131 Amazon Route 535 ASELICH

HYLHolA~ | local | Z2t0[H! AN i ]

MHIZ 24 MHI A 7Y @ ME AEIR FA Aulx 4y

7|= A~ HA AfH| A e
MH|A HM 0]2* | lena-was Li]

Figure 34. ECS?|8F WAS A X| - Service Discovery A%

5.5.5. Service ?|§ U ol

Service 7152 Service HoE XH5tH J|-50| AZELCt ECS Cluster?] 3HHO||A AjH|A Gl XkO! EHOj| A
250! Service®t Taske| AEHZ 2oIsteY.

Service AHEj &9l

Copyright© LG CNS. All rights reserved. 91



Chapter 5. ECS 2|8t A %|

Installation
MHlA | &Yl EcsAARIA | ZPK | oUH Y | Tags  8Y 334
vy EEGENERE ot ~
of B OIAfofAY EE E Alted ALL v MHASH ALL -
ME[A . e Mu2 g8, =Heigo.. s .  ddsYEY .
lena-was... ACTIVE REFLICA lena-wasi... 1 1

Figure 35. ECS?|8F WAS 2 X| - Service &Ef QI

Task & 2l

Mul2 | HY | ECsA2EHA  FHA HUYHHY  Tags  SF S22

44 oY gel... ZHOIH A Dpx|op JEf
d16abf96-6821-416c-b45...  lena-was... - RUNNING

Figure 36. ECS?|gF WAS M X| - Task AEff QI

5.6. Embedded WAS Hjj X

5.6.1. H|E =H|
2.2 Embedded WAS HEXH| 58 M52 HEICh
5.6.2. 4 o=

e 4%

o
Jlo

J|ZO2 HE Tt

njo

Embedded WAS Container= Ct21 2t M MX

Table 11. ECS?|¥F Embedded WAS 2X| - H{E 7| &

MY #A Y2 CEEIEL ki
Service 5& Replica
Container Port TCP:8180 -

ke

gAY 2Y ¥8

2 AT Project 30| Waf AXYoA MEofjof & HY Q42 o|F HHE = Task & Service Ao
M&H Sample 2f2 HZa 2

Table 12. ECS?|gF WAS 2X| - HEAH 2H &=
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dY o g5 a9
Container Image Project' Architecture 2740 2t MEE OS 3

JDK 79| Bf= LENA Manager Image

Task 2! Service name Task 2! Service & 0|2

label Service2to| AZ, HMO|| A2 5| = Label 2 Key:
Value®y 2 2 Ho|=|C}

Service Namespace ServicedMA| Domain F229] Suffix2 AtE
Service Discovery ServicedAMA| Domain 22 Prefix2 Ar-&
Name

Probe (Health Check)  X|3 Page, A|xt Delay A|?F, 37|+ Application
SN PES 4F LR

LENA_MANAGER_ADDRESS

LENA_MANAGER_MONITORIN
G_PORT

LENA_APP_FILE

LENA_APP_DIR
5.6.3. Task A ™
TaskQ| O| &, H3E2 P
+g= Hol =
AT
Task’™d 2]

ECS?|4+ Embedded WAS M %] - Task 2|

Fs o BRHas che R 2o
xF

2% S8 2Yoth. 57| 2YEs A

Chapter 5. ECS 7|8t A x|

Sample 2}

lenacloud/lena-
embedded:{TAG_NAME

}

lena-was

type: lena-was

local

lena-was

l/l i%

2h S0l TS AN[SH M .24 Embedded WAS 24

.l
29

« Service Cluster & : Revision No

* Service®| Domain &4 : LE
(M MX|E Manager?| Service F4)

* Manager 2YE{Z Port &

- Application Jar I+

+ Application Jar H= E2| ¥

Container § E & X 5tot= TaskE ™9 sHCt.

Copyright© LG CNS. All rights reserved.

roject®] EZO| T2t Y2{st7|S HIHe, 517|0f Me Container Hol & L
"ol 7|z BN MH @2 £Eo| My

Sample Z}

WAS-001:1

lena-
manager.defau
[t.svc.clusterlo
cal:7700

16100

sample-app.jar

/usr/local/lena

EN

>

njo
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=l Hol 0|2* | |ena-was (i ]
=3d 97 Mg FARGATE
zhod & | ecsTaskExecutionRole - 47
OISE AWS MEIZ0| API 25 F T [ 220/ At
£2 & Qe 1AM FE SHLLD 1AM 220 A
Amazon Elastic Container Service 2+ SIS &4
ohdAl2 @
HES$3 2E  awsvpc AN i )
Container £}
= co ; Z oladd
O|&, o|0|X| 59| 7| & Container’§ 2 & 23t
HHO| 0|2~ | |ena-was [i]
OIBIXl | dockerio/lenasupportiena-cluster1.3 1n.0_3-centos7-jdk8-openjdk i}
A
Figure 37. ECS?|8t Embedded WAS A X| - Container 32}
5 A M
#yHS 2%
H X B A2 =x 5
Container 2733 EdH+5 FI2H.
By s
walueFrom' 2 =2 AHESIH AWS Systems Manager TH2H0|E] HZha 7| B2 ARNE R EE =5 &L ECcsE 0] Z2He HAIZH22 HE oo Z= o
JAVA_DOMAIN_CACHE_TTL value - 3 o
LENA_ CONFIG_TEMPLATE DOWNLOAD Value L d Y o
LENA_CONFIG_TEMPLATE_ID Value - WAS-001 <}
LENA_CONTRACT CODE value - dhxg-+Mjkg8CHtvaLTKaBQ== o
LENA_LICENSE_DOWNLOAD_URL value - manager o
LENA MANAGER_ADDRESS Value v lena-manger.local:. 7700 o
LENA_MANAGER_KEY Value - %2F3996W2rielBho9C40u0%2BrEF 2xRZ3FTVhZTwS. o
7| = 7f Value - ot =7F
Figure 38. ECS?|4t Embedded WAS A X| - ZHtHx MH
5.6.4. Service A%
Al £ el
(o] Ols = o = [e] K H = Ols
2 M g2t TaskS 2H| 215/ 2 02| 948 ServiceF 2 eHH.
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Chapter 5. ECS 7|8t A x|

g Ho| me==
lena-was v z+ olet
_; (latest) v

EAMFHE | LATEST v O

222H | lena-cluster-fargate-ecs + O
ME|2 0|8 | lena-was (i}
MH|2 f8* REPLICA o

B Eoa o

Figure 39. ECS?|gF WAS M X| - Service 2]

MU| A HAM (Service Discovery) 4%
AWSE= ECS?ZH MH|A S
Manager& Service Dlscovery s

lsE M-S

AH| 2 F4 (5 AL

M2 HAM2 DNSE S5 HE = Qls Y 20028 AH517| 23] Amazon Route 535 ASELICH

HH| 2 74 53 245}
TIPS PSS

ME| A 2 oA 24

AfH|2 Z 0] 2+

Figure 40. ECS?|%F Embedded WAS A X|

5.6.5. Service 7|5 % &9l

Service 7|52 Service HoE X %oltH 7|
=352 Serwceﬁt Task2| AE{E 2HQI5tT}

Service %JEf &2l
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My~ | = ECcs 2AEA | ZHA UHTH | Tags ST 24

83 YHo| E A =l

0 B 0L XS of A= gs ALL v | MHA gd AL -
M2 . M Mu~ g3l meldel . =Y .  a@zome .
lena-was... ACTIVE REFLICA lena-wasi... 1 1
Figure 41. ECS?|8F WAS 2 X| - Service &Ef QI
Task & &<
Myla~ | =l Ecs 2IAHA FZHA HUHEH  Tags | ST I3A
M| Zof sial X LR = | e -
ot =gl HEf; Stopped
of LJO[XfofA EH & AErodd AL -
i ol ol HHo|H QIAH. | OpX|of Ay
d16abfo5-6821-416c-b45. .  lena-was...  -- RUNNING
Figure 42. ECS?|gF WAS M X| - Task AEff QI
5.7. Web Server(EN-A)
=
5.7.1. Hjj X =H|
2 2 Web Server(EN-A) &H| H250| MHS ztX5IC}
MXA B
5.7.2. MY g2
EELR
\Web Server Containere= Hf21f 22 M M™ S J|F O 2 HY X E|O{OF ST},
Table 13. ECS?|8F Web Server AX| - I J|F
MY BH 43 A 2t/ 44 ki
Service && Replica -
Container Port TCP: 7180 -

Pr oject & 00” mer 2o MEofof & HY 249 o|F MBYE|= ECS Task 3 Service

Table 14. ECS?|4t Web Server M%| - HEA|H 2N 52

[o)
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Container Image
Task 2! Service name

replica 2{ 4

Probe (Health Check)

Service Namespace

Service Discovery
Name

_ID

LENA_MANAGER_ADD
RESS

LENA_MANAGER_KEY

LENA_CONFIG_TEMPL
ATE_DOWNLOAD

LENA_CONTRACT_CO
DE

LENA_LICENSE_DOWN
LOAD_URL

LENA_RUN_AGENT

5.7.3. Task M

Task9| o|F, oS
A

oA

2 Project?] 9 ntainer
Megotet opo|of MYEls Mol J|FL BON MHYS HEol MY

.l
29

Project' Architecture 2740 2t MEE OS 3
JDK 79| Bf= LENA Manager Image

Task?| O|&, O] 42 Task O|& / Hostname?)
Prefix2 A8 =IC},

Container (Task) 7}

ME Delay|2t, #7|= Application £/ S|
M mQ
=20 2

ServiceAMA| Domain 42| Suffix2 AtE

ServiceAMA| Domain 49| Prefix2 A&

HPHAE OIS 2Ch 2 BFWA e M LY 2

M
29

« Service Cluster g : Revision No

* Revision No?} HIgfQl F%
CHeRE W

Default Revision&

 Service®] Domain F&4

Manager®] Service F2)

EE (YN HHE

- LENA_MANAGER_KEY : Open APIZ Manager
oA 2R ISES

- Manager2] Admin > Users 0| &0f| A &910t5

L 2o|MA LR RE 93|

- Agent Aol

| ufet @5t Co
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Sample 2}

lenacloud/lena-
web:{TAG_NAME}

lena-web

2

I/l i%

local

lena-web

X Web Server A4

Sample 2}

WEB-001:1

lena-
manager.local: 7700

(PH%E Manager©f| A &l
U HR)

manager
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Task’™d 2]

Container ¥ EE X 5tot= TaskE ™9 5Tt
I ™ol 0|8 | lena-web o

=84 97 Atgl FARGATE

.
e
12
met

, ~
ecsTaskExecutionRole i L

QIZE AWS AEIA0] API QB S T 0 20| A

8T % U IAM 2T SHYUD 1AM ES0A

Amazon Elastic Container Service =3 S2E 84
HAUAL @

HE$3I BE | awsvpe *+ O

Figure 43. ECS?|gtF Web Server AX| - Task d<]
Container £}
0|2, o|0|X| 59| 7|2 Container’y 22 Y2t
ZHOJ 0]2* | |ena-web [i]

O[BIx}~ | doc 1.0_3-centos7-jdks-openidk [i]

Container 4% $HH+E XI15tct
s v

‘valueFrom' 2EE AM-E510 AWS Systems Manager IF2H0| B ME 4 7| L= ARNE FIEE == Y&LUCH ECSE 0] Zhe HA7I2 2 FHEo|Hof =L ch

i ==

LENA_AGENT_RUN Value - Y o
LENA_CONFIG_TEMPLATE_DOWNLCAD Value - Y o
LENA_CONFIG_TEMPLATE_ID Value - WEB-001 o
LENA_CONTRACT_CODE Value - dhxg+Mjkg8C+jtvaL TKaBQ== o
LENA_LICENSE_DOWNLCAD_URL Value v manager )
LENA_MANAGER_ADDRESS Value - lena-manager.local: 7700 o
LENA_MANAGER_KEY Value v %2FS996\V2rielBho9C40UO%2BIEF2XRZIFVNZTws, | @
7 37 Value - ol F=7F

Figure 45. ECS?|9F Web Server A X| - St tH 4 M

5.7.4. Service AH
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AH| £ el

oM OISt TaskE AUl 7|5/ Y517| 9Tt ServiceS HOITHCY,

—

oA ngol o e
lena-web - Zk ol
__:(Iatest) -
S2AH | LN-TEST-01 + 0
MH|~ 0l8 | lena-web (i)
AH|A~ §E* @ REPLICA DAEMON [ )
B C o

Figure 46. ECS?|gt Web Server X| - Service J<]

MU|A HAM (Service Discovery) 4%

Web Server= ELB £+ Service Discovery 7|2 ©|2510] LY FAE SESIO 8 = Ef AMH|AQ
Web MH|AZ X3 4 9k,

J

MH|A HHME DNSE S8 & + U= URLT0I~F $457] 231 Amazon Route 538 A8 E LI

HlZAmHolAs | local | Z2to| sl - o

MEA HY MHA A @ MEE A A T AR A

71Z A B Al g

AfH| A HE01E*  jena-web (]

Figure 47. ECS?|8t Web Server A X| - Service Discovery A7

5.7.5. Service 7| Y &0

Service 7|52 Service 9|
252l Service?t Taske] 4

U
Rl
H
ar
el
rg

=

J|&0| A|ZtEICt ECS Cluster?] SpHO|A AMH|A T XHo EHO|| A

i
njn
Jtar
rO
re
0

H g}o
Service 4HEj &9l
MHA | me | ECSUAEA | ZWA  OJUEIY | Tags | BT IIA

a4 UHIoIE A ol ~

of A% R ALL v | AHIA §H ALL v
AH|I2 0|5 ... | HEf AH| A FH e o A== ~ dd s =y -~
lena-wep ACTIVE REFLICA lena-web:4 1 1

Figure 48. ECS?|5t Web Server 2 %| - Service AEH &2l
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Task JEf ¢l

MEl2 | =Y ECSAAEA  ZHA | ojfE Y | Tags | BY 33X
ELEEN 51 253X | my -
siot= =tel El: Stopped
o/ B0/ x| of 4] BE S AEgE AL v
xt91 &191 Fof HEOIE QA OFX|St A
0007d7hb-1432-4555-9b9...  lena-web:4 - RUNNING

Figure 49. ECS?|8t Web Server M X| - Task AEff QI

5.8. Web Server(EN-N)

5.8.1. H{ X FH|
= 24 Web Server(EN-N) ZH| £829| MHS XE5ict
582 MY o=

e 4

o
Jjo

Web Server Containers t3 2 22 H1 42 ?|E2 2 U Z&|ofof it

Table 16. ECS?|8F Web Server AX| - H{Z 7|5

r

oy B Y2 ELEEVEL: i

Service & Replica -

Container Port TCP: 7180 -

HGAY 2 ¥2

HE A Project ol mraf 2o HMBoHor & HH B4 o|F MYPE= ECS Task 3 Service
o) 85 Sample 262 CHE T 2

Table 17. ECS?|4t Web Server M| - M2A|H ZY 5t=2

uY B Y2 ¥ Sample 2t
Container Image Project® Architecture 279 L2t HMEHE OS & lenacloud/lena-

JDK H{X9j| 8= LENA Manager Image web:{TAG_NAME}
Task 2! Service name TaskQ 0| &, o] 22 Task ©|E / Hostname2) lena-web

Prefix2 A8 =IC},

replica 74 Container (Task) 7H<= 2

Probe (Health Check) A=t DelayA| 2t Z2=2|+= Application £/39| S| VT EE
MY ER

Service Namespace ServiceAMA| Domain 42| Suffix2 A& local
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4%

Service Discovery Service A A| Domain 49| Prefix2 A&

Name

Table 18. ECS?|&tF Web Server AX| - 8tHH 2
SFHH A

4
O LT *El:g

LENA_CONFIG_TEMPL
ATE_ID

« Service Cluster g : Revision No

* Revision No?f gIZfQl AL
CRRE ug

Default Revision&

X A

LENA_MANAGER_ADD
RESS

* Service®] Domain FA : ZE (2N MX|H

Manager?| Service )

LENA_MANAGER_KEY * LENA_MANAGER_KEY : Open API=Z Manager

A HRH ASES
- Manager®| Admin > Users |50l A 9175
LENA_CONFIG_TEMPL
ATE_DOWNLOAD

LENA_CONTRACT_CO
DE

LENA_LICENSE_DOWN
LOAD_URL

L Bo|MA LR RE 9|

5.8.3. Task M

Taske| 0| F, Hots2 Project?| E=0f| Wat Y=, Co
2 oho|off EYEE 28 CIE2 2EM 2

Task™d 2]

Container Y22 E5t5t= TaskS X o|stct.
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Sample 2}

lena-web

X Web Server EHHH4

Sample 2}

WEB-001:1

lena-
manager.local: 7700

(8 Manager9j| A &2l
U HR)

manager
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I ™o 0]2* | |ena-web i ]

Z2d Q7 Alg FARGATE

T o5k | eesTaskExecutionRole - -
QIS AWS ME|20| API 28 S 2 [ 0| A
ST 4 Ol 1AM A SHYULICH 1AM ZH0IA
Amazon Elastic Container Service & I=E 454
SHUAIR. 2
HEY3I BE | awsvpc *+ O
Figure 50. ECS?|8t Web Server A X%| - Task 2]
Container 37}
= co i 2 ol&ds
O|&, o|0]X| 52| ?|& Containerd 2 & YA
ZEI0|] 012* | |ena-web (i}
olo|x|+ 1.0_3-centos7-jdkg-openjdk Li]
P
Figure 51. ECS?|8t Web Server dX%| - Container 7}
5 A M
SPHs HH
H = =2 =x =
Container 2% &3d¥+E F2IH
o7 w4
‘valueFrom' 222 AHE3H0] AWS Systems Manager I2t0| B ME 4 7] L= ARNE AEE = USULCHL ECSE 0] 218 #AI7te 2 FHHo|Hof st
LENA_AGENT_RUN Value - Y Q
LENA_CONFIG_TEMPLATE_DOWNLOAD Value - Y o
LENA_CONFIG_TEMPLATE_ID Value - WEB-001 o
LENA CONTRACT CODE Value - dnXq+MjKgBCHIVILTKaBQ== o
LENA_LICENSE_DOWNLCAD_URL Value - manager o
LENA_MANAGER_ADDRESS Value - lena-manager local: 7700 o
LENA_MANAGER_KEY Value - %6 2FS996W2rielBhogC40u0%2BrEF 2XRZ3FVhZTws, | @
7 :'_ va ‘I'E -
Figure 52. ECS?|9F Web Server A X| - 3tZHtH4 A

5.8.4. Service A%

HM BTt TaskE A 21&5/2 Q57| #T ServiceS 2.
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mngi ol wze
lena-web - ot o
__:(Iatest) -
2 AH | LN-TEST-01 - O
MH|A 0] | lena-web [i]
MH|A 53+ @ REPLICA DAEMON (i ]
BN | 1 0
Figure 53. ECS?|%t Web Server A X%| - Service 42|
MU|A HAM (Service Discovery) 4%
Web Server= ELB £ Service Discovery 7|52 ©| 8510 1 ™H&E FAE 3HE510] Q5 L= EfF AH| A0

Web ME|AE X 3% % Ict

MH|2 22 ONSE S8 22 + 2l UE2H 0|22 Bd5t7| 28] Amazon Route 538 AFSELICH

HeAHoO|A* | local | Z2t0] 8l - 0

HEl2 4 M2 2 @ M2 s g A g
7|E MEA HM M| A e

===

AfH| A H4E 0|2~ |ena-web [ ]

Figure 54. ECS?|8t Web Server ‘2 %| - Service Discovery 2%

5.8.5. Service ?| & 4! &

Service 7|52 Service & MYOH 7| 50| MEEHY. ECS Clusterd] SHHO|AM AH| A S Xref €HOf| M
2%E9 Servicee} Taske] AEE 2ol%ict
Service 4fEf &9l
ME|A = pcs elAHA L EZHA OofE HY | Tags | ST ISX
CCl  ccos  aEl | my -

N=gs | ALL v  MHASHE AL -

MElZo0lZ . PEESE e sy« uEs Y .

lena-web ACTIVE REPLICA lena-web:4 1 1

Figure 55. ECS?|gF Web Server dX| - Service 4Eff =2l
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Mul~ | Eel ECSYUAEA  ZWA OfE Y Tags  2Y 33N
TECFEN =1 | 253X || me -

A= g AL v
ot atol ol o] 91~... | OfX|ot A
0007d7bb-143a-4555-9b9...  lena-web:4 - RUNNING

Figure 56. ECS?|8t Web Server A X| - Task AEff QI
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Chapter 6. VM/Host 7|8l A X|

6.1. 2| =H|

A2
0)—
_I_

MEo| AR EStT, Manager 2 Node AgentE MX| 2! AMalistct o5
oA %[} Jh5 510, et SO2 Web Ul H4o| &% 2

[t

Ul
ojm o
ar

o
L]

LENA EX|MU2 gzipP M2 HFEH, MX| i M| ARE = dX| & HAE2|(${LENA_HOME}
)ofl &= SHH|FIC) J| = MX| H2E /engn001/lena/1.3/'S AH&SHCY.

LENA HX|

[engnool |#
[engnool]# tar -xzvf lena-1.3.x.tar.gz

2X 252 850 Wef o33 20| XSO 5

Table 19. LENA 4% 2§ 22

Scripts Al H| 11
lena-[H7d].targz Web/Application £t MX| A= Application lena-1.3.x.targz
Server, Web Server, Session Server AXx| 2-50|
oc T3
lena-enterprise- Enterprise 2] WASHX| 25 lena-enterprise-
[H7%].targz 1.3.xtargz

Enterprise H{9]|= Session Server?} &gt

lena-standard- Standard ™ Q] WASAX| 2 & lena-standard-
[t ].targz 1.3.xtargz

6.3. CuE2] 14
LENA MX| & 9|5t U2 FH|3tCh LENA MX| e HE 2 M| ZH o,
${LENA_HOME}Q| il E2| L X &= ofzjjet 2t
Table 20. 2 E23] 2 X
Y Ee Moy T
bin Node Agent?f Manager?| Start/Stop scripts,

install scripts X5

conf Node Agent, Manager 52| A% o+
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Ca e

database

depot
etc
license
logs

modules

servers

tmp

M| 25t A% Scripts & Of2Hf 2Tt (${LENA_HOME}/bin of $1%))

Table 21. ¥|& Script 2&
Scripts
install.sh
web-compile.sh

web-package-install.sh

crypt.sh

env-manager.sh
start-manager.sh
stop-manager.sh
ps-manager.sh
start-agent.sh
stop-agent.sh

ps-agent.sh

.l
29

EUERHOM AY-get 2B HIoIHE XYt

—

e

AX|E $t Local Repository
Bt miE HE R EY I
License &2 & #2|ste HHUE2
Node Agent / Manager 2 1M+

2o TR ZF0] HX|St= =

(lena-node-agent, lena-installer, lena-manager

S)

Server?t Mx|2 J|2F =2

QN Cj 2y

29
M E EX|517] #{3t 7|2 script

Web ServerE ZHILU 52| Tt script

Web Server ALY 3 150 BT I3 X| MX|

script

Datasource9| Af£23t= Password
AlSH
=2 O

<
Q
3
Q
(=]
D
=
=
o
njo
40
re
I- U
ox
rE
1>

Manager?| &=
Manager?] Z2M|A QI
Node Agent?| Aol
Node Agent?| T &

Node Agent2] 2 X|A Q|
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H| 2

H| 11

Linux only, root 43t
g

Manager A X|A|
Manager 2 X|A|
Manager X[ A|

Manager x| A|
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Config File M | pruk
manager.conf Manager #&4 M7
agent.conf Node Agent & M7

6.4. Manager M x|

M&&l= LENAE Web Server, WAS2 Session Server, Node/Server®| MX|E|0| X0 2 StatusE
2Ql5HE Agentef 22| XA X5 5= Manager® /385

6.4.1. Manager A X|
Manager« install.sh& ©|-&35}0] ofefjet 242 =M= HX|3to.

1. ${LENA_HOME}/bin/install.sh create lena-manager
2. Service Port HE E Q&stCt (default; 7700)

3 0 HEPINE SALWE port BEE AAUCL V12 HE AT, Manager F712 4Rt
L20j| = portE HZA LY. (default: 16100)

Al ol

o

4. 'Vlanager g OSHI Y2 YFHCL (default AIHE M3 X))
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LENA Manager A X|

[bin]$ ./install.sh create lena-manager
>k 3k 3k 3k 3k 3k >k >k 3k 3k 3k 3k >k >k >k 3k 3k 5k 5k %k >k K 3k 5k 5k 5k K kK k >k k

* LENA Server Install ! e
3k 3k 3k 3k 3k 3k 5k ok sk 3k 3k Sk sk >k 5k Sk sk >k ok Sk >k 3k 5k Sk >k ok sk sk k >k sk

1. SERVICE_PORT is the port number used by Manager.

ex : 7700

2. MONITORING_PORT is the port number used by Manager for monitoring.
ex : 16100

3. RUN_USER is user running Argo Manager.
ex : tomat

Input SERVICE_PORT for installation. (q:quit)
Default value is '7700°

Input MONITORING_PORT for installation. (qg:quit)
Default value is '16100°

Input RUN_USER for installation. (qg:quit)
Default value is 'lena'

e e e e e e e e =] EXeCution Result e e e e e e e e e e ]

LENA HOME : /engne@l/lena/1.3

JAVA HOME : /engn@@l/java/jdk1.8.0 191

SERVER_ID : lena-manager

SERVICE_PORT : 7700

MONITORING_PORT : 16100

INSTALL_PATH : /engn001/lena/1.3/modules/lena-manager
RESULT : Success

MESSAGE : create succeeded

Execution is completed.!!

[bin]$

rir
r
A1
1o
ozl
=
=2
ra
nz
T
re
il

@  oeioie TR M 2E st 32, Manager

6.4.2. Manager A3

Managerg 7| &5t H4N

o
Hu
nx
Rl
n
2
rir
A
Jl
ro
r&
o

1. start-managersh It S Al3H3Ct
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[bin]$ ./start-manager.sh

Using LENA_HOME : /engno0l/lena/1.3

Using JRE_HOME : /engn@0l/java/jdk1.8.0_191

Using SERVER_PID : /engn@@l/lena/1.3/modules/lena-manager/lena-
manager_solmanager.pid

Using SERVER_HOME : /engn@@l/lena/1.3/modules/lena-manager
Using SERVER_ID : lena-manager

Using INSTANCE_NAME : lena-manager_solmanager

LENA started.

[bin]$

2. http://[Manager IP]:7700 ©f £5t0] of2{ Hj|o|X| & &Ql3tTt (£ 7|3): admin/ladmin1234)

3

(L

M

N A

Figure 57. LENA Manager 21°!

3. stop-managersh YU M350 T& T 4+ UL
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LENA Manager 3=

[bin]$ ./stop-manager.sh

Using LENA_HOME : /engn@@l/lena/1.3

Using JRE_HOME: /engn©©l/java/jdk1.8.0_191

Using SERVER_PID: /engn@@l/lena/1.3/modules/lena-manager/lena-
manager_solmanager.pid

Using SERVER_HOME : /engn@@l/lena/1.3/modules/lena-manager
Using SERVER_ID : lena-manager

Using INSTANCE_NAME : lena-manager_solmanager

LENA stopped.

##### lena-manager_solmanager successfully shut down ######

[bin]$

6.5. Node Agent %!3H
Node Agent= Node, Server?] H|o] Y ZYEH 7|58 EYot= Agent O|Ct. Node Agent= LENAMX|A|

JlEdog MX|Jt £ 0, NodeO| T3t HEE It 27| -?—IT'JJ AgentE AM3M5IOF Stht Node Agents=
Web/Application/Session Server2| AMEjE3| L XXt 222 48 5t 4 ol

6.5.1. Node Agent X! 3

${LENA_HOME}/bin/start-agent.sh TS AaistCt JAVA_HOMEO| X|HYE|X| ¥ ZHL, terminaloiX
JAVA_HOMEZ Y H3stetz HIAX| 2} L4 . o|uf, JAWVA_LHOMES] Z2E =&5IH agent?} A H .
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[bin]# ./start-agent.sh

Input JAVA_HOME path for LENA. ( q: quit )
JAVA_HOME PATH :

/engn@0l/java/jdk1l.8.0_191

Input Agent port for LENA Agent. ( q: quit )
Agent port (Default : 16800):

Input Agent user for LENA Agent. ( q: quit )
Agent user (Default : root):

root

Using LENA HOME : /engno®@l/lena/1.3

Using JAVA HOME : /engn@01l/java/jdk1.8.0_191/jre
Using CONF_FILE : /engn@@l/lena/1.3/conf/agent.conf
Using LOG_HOME : /engn@@l/lena/1.3/logs/lena-agent
Using RUN_USER : root

Using PORT : 16800

Using UUID : d@3ddd60-del2-35df-9eal-a409a3085eeb
LENA Agent is started.

[bin]#

6.5.2. Node Agent 5% o & &0l

${LENA_HOME}/bin/ps-agent.sh T2 A 3i50f of2fjet 20| Process?| AEHE &QI5tCt.

[bin]$ ./ps-agent.sh

lena 24208 1 62 14:00 ? 00:00:03
/engn@0l/java/jdk1.8.0_191/bin/java -Xms64m -Xmx256m
-Dlena.home=/engn@01/lena/1.3 -Dlog.home=/engn@0l/lena/1.3/logs/lena-agent
-Dpatch.log.home=/engn@0l1l/lena/1.3/logs/lena-patcher
-Djava.library.path=:/engne@l/lena/1.3/modules/lena-agent/lib/sigar
-Djava.net.preferIPv4Stack=true -cp .::/engno@l/lena/l.3/modules/lena-
agent/lib/bcprov-jdkl50n-1.55.jar:/engn@0l/lena/1.3/modules/lena-
agent/lib/lena-agent-1.3.0.jar:/engn@0l/lena/1.3/modules/lena-
agent/lib:/engn@@l/java/jdk1.8.0 191/1ib/tools.jar
argo.node.agent.server.NodeAgentServer -start

[bin]$

6.5.3. Node Agent 3 &

o

stop-agentsh& Adist| Z &3 4~ QICf

Copyright© LG CNS. All rights reserved. 111



Installation

[bin]$ ./stop-agent.sh

LENA Agent
Using LENA_HOME : /engne@l/lena/1.3
Using JAVA_HOME : /engne@@l/java/jdk1.8.0_191/jre
Using CONF_FILE : /engn@@l/lena/1.3/conf/agent.conf
Using LOG_HOME : /engne©l/lena/1.3/logs/lena-agent
Using RUN_USER : lena
Using PORT : 16800
Using UUID : @d5f6ada-1084-4bac-ad8c-70b67bf3e495

LENA Agent is stopped normally.
[bin]$

6.6. Session Server A X| (WEB Ul ?|HF)

Session Serverg #2|5t7| YTt FHZ X &THCt. NodeOf| EX|Tt Session Server2)
Jb55H0, A| Xt} S & ShellS Alast & 9

= Session Server List

Szarch

Status * Name & * |P Server ID Port Server Type

tm-session] 5105 10.0.1.88 tm-session1_5105 5105 Standalone stop

tmesession? 5106 10.0.188 tm-session2_5106 5106 Standalone stop
Tto2of2

Install
Figure 58. Session Server £&
Session Server?] £/ 2 0

Table 23. Session Server?| £/

g5 ck H| 2
Status Session Server2] A&

Name(*) Session Server2| 0| &

IP(*) Session Server?| IPE A

Server ID Session Server?| Identifier

Port Service ZEHS

Server Type Session Server?] 83

Start/Stop Server| A|ZH 2 =5

Register H{E L= +3(AT) HE = S5
MEHE] Server HEII A ZQUS HA|

Serverﬂijt &,flﬂﬁg
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6.6.1. Session Server 4 x|

1. Install HE & 2 5tCt.

Chapter 6. VM/Host 2|8F M %]

Install

Input server information for installation.

+ Server Type ® Standalone
* Server ID tm-session1_5105
* Service Port 5105
* Secondary Server IP 10.0.1.88
* Secondary Server Port 5106
* Run User lena
* Manager IP 10.0.1.88

* |nstall Root Path /engn001/lena-1.2 O/tmservers

Figure 59. Session Server AX|A| /=& 3}H

2. Server ID2t Service Port, Secondary Server IP/PortE = 3Hc.

3. 'Save' H{ES 2Ystof FEFICE

- Node®f| X 2X[=0] A= MH} Manager0i| M #2st= M| FJEO|= Xfo|ot

QA2 & UL} (console?|gF M| A])

- MHIDEE QI YMst= AR, Register?|52 0|83t MX|E MHHYEE
(i ) golgict
- Manager IP= Node2| host IPZ X5 Q2iEich HEYI Ao wat x5 2
IP7} X YIEHZ IPeF & F272F LY + U o|ii= Manager IPE 78510
HELTES)
6.6.2. Server AldH
1. Stop HHE & 2251 Serverg =3t}
2. Start HE & 235} Servers A XHSHCt
© oo ym oo AxpE o) st Bk
6.6.3. Server A
1. AT(£XE) HE & 2Astol ServerBLE A JHs o MEH2 WA
2. Save HE & &I
3 OKMES =20 Manager?| DBEO[E{2t 22X MBS YM5| ANSHD, Cancel{ES ZYotod

Manager®| DB G| 0| E{ ¢+ AX| 3t

6.6.4. Server &

Console 7|¥t2 2 MX|5t MHE Managerg S84 2|52, Server J& 550| TRt}
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1. +Register

E o
= =
2. 52% M¥E 2Ysict

n

Server list available to register X

Select server to register.

Server ID Server P Port

0]
(=]
o

tm-session2_5106 10.0.1.88

Figure 60. Session Server & A| Server 41& 3}H

3. Save B 2 225t MYt
6.7. Session Server A X| (CLI 2|tF)

6.7.1. Session Server x|

Session Server= Embedded2t Standalonet{™M o2 FE2=CE Embedded HH2| H2 Application AH
Lol Z3HE[o] Qo] Ee Mx[7F HR g2, Standalone H{™ HX| Al installsh& ©|-85t%{ ofafjet Z2
M2 Hx|3iC),

1. ${LENA_HOME}/bin/install.sh create lena-session

Session Server AX|

[bin]$ ./install.sh create lena-session
>k 3k 3k 5k 3k 3k >k sk sk sk ok ok 3k >k sk Sk sk ok ok >k >k sk skosk ok ok >k sk sk skok

* LENA Server Install ! *
3k >k 3k 5k 3k >k 5k 5k sk sk 5k sk sk sk 5k Sk sk sk ok sk sk sk ok sk k ki sk sk kok sk

| 1. SERVER_ID means business code of system and its number of letter is
from 3 to 5.
| ex : toml, tcel, svrel
| 2. SERVICE_PORT is the port number used by Session Server.
| ex : 8080
| 3. SECONDARY_SERVER IP is the ip number communicate with Secondary Session
Server
| ex : 127.0.0.1
| 4. SECONDARY_SERVICE_PORT is the port number used by Secondary Session
Server.
ex : 8080
RUN_USER is user running Session Server
ex : tomat, apahe
6. INSTALL _ROOT _PATH is is server root directory in filesystem.
ex : /ssw, /sw/server, /ssw/was

2]
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Session Server AX|A| U FH= Of A

Input SERVER_ID for installation. (g:quit)
tm-sessionl

Input SERVICE_PORT for installation. (q:quit)
Default value is '5000'

5005

Input SECONDARY_SERVER_IP for installation. (q:quit)
127.0.0.1

Input SECONDARY_SERVICE_PORT for installation. (q:quit)

Default value is '5001'

5006

Input RUN_USER for installation. (g:quit)
Default value is 'lena’

Input INSTALL_ROOT_PATH for installation. (q:quit)
Default value is '/engn@@l/lena-1.3.0/tmservers'’

e e e e e e e e e e e ] EXecution Result BEgg2=s==3

LENA HOME : /engne@l/lena/1.3

JAVA HOME : /engn@®l/java/jdkl.8.0 191/jre
SERVER_ID : tm-sessionl

SERVICE_PORT : 5005

SECONDARY_SERVER_IP : 127.0.01
SECONDARY_SERVICE_PORT : 5006

RUN_USER : lena

INSTALL _PATH : /engn@@l/lena/l1.2/servers/sessionl
RESULT : Success

MESSAGE : create succeeded

create is completed.!!

[bin]$

Table 24. Session Server AX|A| Q& t=2

%2 a4
SERVER_ID Session Server?| ID
SERVICE_PORT Session Server?| MH|AXZE

SECONDARY_SERVER_ ' Secondary Server?] [P3=2
IP

SECONDARY_SERVICE = Secondary Server?| MH|AXZE
_PORT

Copyright© LG CNS. All rights reserved.
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%2 A= Tk

RUN_USER Session Serverg AMalist= Al XY Default; “A3YE
;”Ig"

INSTALL_ROQOT_PATH Session Server£& A X|&t AQ O E 2 Default:

“${LENA_HOME}/tmse

rvers”

- $INSTALL_ROOT_PATH/tmservers/"SERVICE_ID" Directory’§’d& &QI5tcy,

0 install.sh #=3 A| 5t42] Session Server?} AX|EH, N 7§ M AMX| A| installsh&

N 2| 48f{of St

6.7.2. Session Server A3t
Session Server2 7| 5510] HAM O 2 M x| 5| =X| &olstct,
1. Session Server A X| X|0|| M start.sh TtU-S AlaistC}

Session Server ?| &

[tm-sessionl]$ ./start.sh

Using LENA _HOME : /engn@@l/lena/1.3

Using SERVER_HOME : /engn@@l/lena/l1.3/servers/tm-sessionl
Using SERVER_ID : tm-sessionl

Using JAVA HOME : /engn@0l1/java/jdk1.8.0_191

Session Server Started..
[tm-sessionl]$

2. pssh T g Asto] TR 4| L0 HEIS FIgicy,
Session Server ZE2 M| A AE{ &0l
[tm-sessionl]$ ./ps.sh

lena 16232 1 1 09:56 pts/7 00:00:00
/engn@@l/java/jdk1.8.0_191/bin/java -Xmx1024m -Dzodiac.name=session_5105
-Dzodiac.logdir=/engn@@l1/lena/1.3/logs/session-server -cp
::/engn@0l/lena/leesyong/1.2/servers/tm-sessionl/1lib/lena-session-common-
1.2.0.jar:/engn@@l/lena/leesyong/1.2/servers/tm-sessionl/1lib/lena-session-
server-1.2.0.jar -Dzodiac.config=session.conf zodiac.server.Main

[tm-sessionl]$

Session Server &
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3. stopsh THUg Hystol FRY 4 Ut

[tm-sessionl]$ ./stop.sh

Using LENA_HOME : /engne@l/lena/1.3

Using SERVER_HOME : /engn@@l/lena/l.3/servers/tm-sessionl
Using SERVER_ID : tm-sessionl

Using JAVA _HOME : /engn@@l/java/jdk1.8.0_191

Session Server Stoped..
[tm-sessionl]$

6.7.3. Session Server AN
2| BX|H MH& 23HEE 0|85 Uninstalleh = /.

LENACI M= x| Atfo] HES HEo] xmimUo| XEotR QIct. o2tk directoryd =3
or7 installsh A3 YEZ 0]23}9 Uninstall 3{0F 3tCt.

1. installsh 23 ZHE A3l
o Session Server : ${LENA_HOME}/bin/install.sh delete lena-session
o Manager : ${LENA_HOME}/bin/install.sh delete lena-manager

Copyright© LG CNS. All rights reserved.
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Session Server AMH|

[1ena@RNDTOMCAT1V bin]$ ./install.sh delete tm-session
>k 3k 3k 3k 3k 3k >k >k 3k 3k 3k 3k >k >k >k 3k 3k 5k 5k %k >k K 3k 5k 5k 5k K kK k >k k

* LENA Server Install ! e
3k 3k 3k 3k 3k 3k 5k Sk sk >k 3k Sk sk >k 5k Sk sk >k ok Sk >k 3k 5k Sk 3k ok ok sk k >k sk

Input SERVER_ID for installation. (q:quit)

tm-session

========================= EXecution Result ========================
LENA_HOME : /engnoo@l/lena/1.3

JAVA_HOME : /engn@@l/java/jdk1.8.0_191/jre

SERVER_ID : lenawas2

DELETE_PATH : /engn@®@l/lena/1.3/servers/tm-session

RESULT : Success

MESSAGE : delete succeeded

delete is completed.!!
[bin]$

2 olg

L — B |

odr

=2
=

Table 25. Session Server AH|A| O] &=

%= ug |2
SERVER_ID Uninstallg Server?| ID Manager?] 3% id?} lena-manager&

XsYH HH, B2 Server IDE Y™
I:lI-Il O_I-hl:l-
o .

o LENAG|M= EX|E M| FEF BE2 xmlItYO| X% st ALt W2tM, directory &
XX AH|SHK| 2k 1 installsh A3 YEE 0]25}9 Uninstalldfof StCt,
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Chapter 7. €3

7.1. LENA X| ¥ Spec'8 HHH

Table 26. LENA X[ Spec

Specification Version H| 11
Java Development Kit (JDK) 1.8~
Java Servlet 3.1
Java Server Pages (JSP) 2.3
Expression Language (EL) 2.2
JavaServer Pages Standard Tag Library (JSTL) 1.2
Enterprise JavaBeans (EJB) 3.2
Java Message Service (JMS) 1.1
Java Transaction API (JTA) 1.2
Java API for RESTful Services (JAX-RS) 2.0
Java API for XML Web Services (JAX-WS) 2.2

7.2. Manager DBI} ¢ HH O

Manager?| WRHOH & E 3t HSQL DB M2 FI|H=(1¢) MALMAZ Y/dste Ut
MO x| = ${LENA_HOME}/repository/backup/database ©|Ct.

JlE2HMOZ 30Y o HAYPEE ANSIEE EFo UM EoIIE HPstL HE2 B
${LENA_HOME}/conf EG 359 managerconf IYS FI dbbackupsize=E#?7[|2t & UH &

Managerg ™ 2|55t 2221208 HAY 4 ot

7.3. Manager 2 Lj§o|=1 Abx|

Manager?t WEMOg2 I o|H2 FI|Mog MHSIEE AHEHYO| Ho| QUG MHSHE HEE
Action Trace ©|& 1} Server History ©|21 0|},

Jl2™MOo 2 Action Trace©|22 30YU”X|t st Server History 0|22 90Y7HX| Hasty Qict,
H@oI2tg HPst 2 42 32 ${LENA_HOME}/ repository/conf & 50| managerconf TS H1,
actiontrace.size=52 27|72t serverhistorysize=2#2[2F2 U= T Managerg X ?|s3tH E2|2t

HFT 4 UC

7.4. Manager & admin IjA Q| E =7|3}

Manager?| adminAt&X4F HAQES FHTAHY H|ZHD RILIF ZWSYPS FLO= consoled
=5t HAJYEF =7|2tof{oF oto.
1. Manager?} A X|& &H|0f| console(telnet or ssh)E &5t}

2. $SLENA_HOME/bin/reset_manager_pw.sh Tt AlSHSIC}

K o

njo
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10
B
sl
lo
Hu
oo
aW
r&
ul

=
S QBT O, HAYEL 8ROy, YLHY/LXY/ S22}
H

AYE 27|35t

Manager?] admin

[bin]$ ./reset-manager-pw.sh
3k 3k 3k ok 3k 3k >k 3k sk Sk ok ok 3k >k sk Sk sk ok ok 3k >k sk sk skook ok >k >k sk skok

* LENA Server Install ! *
3k sk 3k 5k 3k sk 5k 5k >k sk 5k 5k sk >k 5k 5k sk >k 5k sk sk ok ok sk sk k k sk sk k k-

o o o o oo e e e
| 1. USER_ID is the user id to reset

| ex : admin

| 2. NEW_PASSWORD is the password to change

| - password rule #1 : more than 8 length

| - password rule #2 : inclusion of one or more alphabet characters

| - password rule #3 : inclusion of one or more numerical digits

| - password rule #4 : inclusion of one or more special characters

o o o o oo e e e

Input USER_ID for installation. (qg:quit)
administrator
Input NEW_PASSWORD for installation. (q:quit)

The password has been changed successfuly.
Execution is completed.!!s

7.5. LENA M x| 4% OSI}2}0|E{(CentOS?| =)

(L
LENA MX| A| OSIt2}0|E{-= max user processes 3= 81920422 HHst= A

njo

B

—

Table 27. H% OSI2t0|E (CentOS ?|Z)

parameter HEk 7| =3t
max user processes 8192 1024
open files 8192 1024

CentOS?| &2 2 max user processes A7d-2 B2 20| ‘ulimit —a' HE Mot =l & + UL,
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OS m2+0|E max user processes &Ql (CentOS ?|&)

$ ulimit -a +
core file size
data seg size

scheduling
file size

priority

pending signals

max locked
max memory
open files
pipe size

POSIX message queues
real-time priority

stack size
cpu time

(blocks, -c)
(kbytes, -d)
(-e)
(blocks, -f)
(-1)

memory (kbytes, -1)
size (kbytes, -m)
(-n)

(512 bytes, -p)

(bytes, -q)

(-r)

max user processes

virtual memory

file locks

CentOSE ?|Z2 2 ©
HANYS FPHOR

FIotAY, M 2FE

Ich

(kbytes, -s)
(seconds, -t)
(-u)
(kbytes, -v)
(-x)

&9 ‘ulimit —u'2t ‘ulimit
Bt o] YaiMe= 2 852 profile (profile, .bash_profile)oi| ulimit

(CentOS ?|&).

Chapter 7. €3H

0 +
unlimited
0 +

8192 +
14891 +
64 +
unlimited
1024 +

8 +
819200 +
0 +

10240 +
unlimited
1024 +
unlimited
unlimited

+

+

+

A O]
M .

7

L EE

WE DENA Lo QEMOI JjAS MY

mjo 40

OS mato|g % - Z2MA = 3 2 EMY Jli4 (CentOS 2| &)

$ cat $HOME/.bash profile*

e
ulimit -u 8192*
ulimit -n 8192*

EOgE Ay PHo 2= Jetc/security/limits.conf (CentOS ?|&) Y-S oA Z2M|A FCH4(nproc)2}
L EmU Fi(nofile) & APt

OS mafojg 2% - ZEN A o 3 2LELY Jli4 (CentOS 2| &)

$ cat /etc/security/limits.conf*

N CE
& soft
& hard
& soft
& hard

nproc 8192%*
nproc 8192*
nofile 8192*
nofile 8192*

7.6. LENA FI|Ho 8 Z0}5t= Ijd

Table 28. 2|22 Z2t5t= T
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o

=2

|

Managerd? |42
Manager2 HE{ &,
TS EE

Manager I =& 3|

Managertf 4 TH A

Manager Server &l E 5l

Manager=z -1

Agentz21

Installer21

7.7. WAS Image OS #XX}&

EF WAS £349] o|0|%| & C13 3 22 05 & AFg it

Table 29. E} WAS £ 24 0|0|X| At

WAS Image

jboss/wildfly

open-liberty:full-java8-openj9

store/oracle/weblogic:12.2.1.4

ibmcom/websphere-traditional

tomcat ?|&2 o|0|X|
0f|) tomcat:9-jdk8

A= e
LENA_HOME/repository/m  N/A
onitoringDB
LENA_HOME/repository/m 7%
onitoringDB
LENA_HOME/repository/m &+
onitoringDB
LENA_HOME/repository/b = @+
ackup/lena-manager
LENA_HOME/repository/c = @+
ontainer
LENA_HOME/logs/lena- 30¢
manager
LENA_HOME/logs/lena- 30¢
agent
LENA_HOME/logs/lena- 7
installer
MEQALHAEXZR T+
LENA_HOME/servers/serv
er_id/logs
& A%Z (20204 2|&)

OS Image

centos:/

debian:buster

% ol
32t

10MB ~
120MB

N/A
1MB °| 5}

300MB ©ofst

T0MB /
Service
Cluster

10MB ~
100MB

N/A

1MB °| 5}

25pof ufet
Tt

Chapter 7. €3H

H| 2

XHE A

Service
Cluster

o0 trat
Tt

xS A

(from adoptopenjdk/openjdk8-openj9)

?|& Image Tag+ openldk 2|2 Tag

Oracle Linux

ubuntu:16.04

FROM openjdk:8-jdk (FROM debian:buster)
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